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FOREWORD

At the present time, thousands and thousands of people around the world deal with ice,
snow and permafrcst. They are scientists, educators, engineers, navigators, meteorologists
and others. While a small fraction of these people contribute to the knowledge base in ice
physics, all of them use knowledge from it frequently. Moreover, successful anplied
research is based upon fundamental science-one more reason for ice specialists to have a
textbook on ice physics on their desks.

The first modern ice physics text was Fletcher's book on The Chemical Physics of ice (1 970).
Fletcher's book is in typical textbook format: it is reasonably brief and easy to understand.
fie touched on a few of the most important topics, but not all of them.

The most comprehensive book on ice physics to date was published by Hobbs in 1974.
Hobbs considered almost all of the basic aspects of ice as understood at that time. Moreover,
he described and compared several (sometimes opposing) viewpoints. This fundamental
and rather large (837 pages) book is commonly known as the "Ice Bible" by specialists in the
field. In 1974 and 1975, two CRREL Monographs on ice were produced by John Glen. These
were briefly and clearly written and reviewed almost all ice-related subjects. This work was
(and in some respects still is) a magnificent introduction to ice.

Finally, in 1981 Macno wrote a simple, popular book for the express purpose of attracting
people's attention to tile subject.

During the past 20 years, a significant amount of new experimental and theoretical work
has appeared, dramatically chaniii'ng our v iews on ice physics. As a result, we are now able
to formulate physical laws using more simple and direct methods. We have found some of
tile physical models used in tile past to be completely wrong. The physics of ice iS: a much
better developed subject than it was 20 years ago.

For the above reasons, I feel the time is ripe for a contemporary book on ice physics,
ilncorporatinýg tl te known and proven with almost 20 years worth of materhll not covered
by previous works.

I have tried to prepare a "readabli-" book, and not one that requires the reader to be a
uniquely educated person. It is ni intent to present the material in such a way that any
rwader attracted by tile title Ice Phiysics will be able to comprehend it. This is quite difficult
for a book dedicated, not to a particular field of knOwiedgc, but to a specific material.
Indeed, for ice it means we have to consider a wid, variety of subjects, including quanlunm li
chemistry, solid state physics, the theory of elasticity, ionic conductivity, synchrotron X-ray

topography, crystal growth, the physics of surfaces and more.
"T-he primary goal is to produce as simple a book as p -ssible without sacrificing scientitic

accuracy. Experimental facts, physical ideas and the( ies will be strongly organized and
bound together cohes.ively. The reader will be introk ced to a wide variety of material on
a step -:y step basis. Then the picture w.ill be whole.

To accelerate publication, this book will appear first in the form of a series of jlont

CRIEL-Dartnmouth reports, laier to bh published it CRIEL's Monograph series, on:
1. The structure of ordinary ice

Part I: "Ideal' structure of ice. Ice crystal laitice
Part II; Defects in Ice

Voluime 1: Point defects
Volume 2: Dislocations and planar defects

2. Electrical properties of ice
Part I: Conductivity and dielectric permittivity of ic.
1Part II: Advanced topics and new physical phenonlena

La |
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3. Optical properties
4. Electro-optical effects in ice

5. Thermal properties
6. Mechanical properties of ice. Elasticity and anelastic relaxation. Mlastic proper-

I ties. Fracture of ice

7. Electromechanical effects in ice
8. The Surface of ice

Part IL Experimental results on the structure and properties of the ice surface
Part II: Theoretical models of the ice surface

9. Other forms of ice and their properties
10. Ice in spaceI 11. Ice research laboratories
The reports will be prepared in a sequence convenient to the author. The present

report is the fifth in the series.
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NOMENCLATURE (P electric potential
a length of hop W0s surface electric potential

-1

ae length of screening by Bjerrum defects k absorption coefficient

a length of screening by ions kB Boltzman constant

X_ screening length when I ejp, I >> kBT L thickness of the surface layer

cc, fraction of surface molecules in the liquid- , surface charge density
like layer with dipole moments (i.e., pro- Xsa surface charge absorbed on the ice inter-
to! is) oriented towards the surface face

B magnetic induction dipole momentum of a water molecule

Cs concentration of adsorbed molecules on II ri ve index
th srfcen refractive index

the surface

CM maximum concentration of adscrbed n3 concentration of Bjerrum defects

molecules nH20 water molecule concentration in ice

d thickness of the quasi-liquid layer chi carge carrier concentration, i 1,2,3,4
D diffusion coefficienti refractive coefficient of ice

a,5,y.i angles 11w refractive coefficient of water

Ea heat of adsorption nion concentration of ions

E, E electric field strength v frequency of ion's hops

ei electric charge of ill type of charge carrier, P pressure

i = 1,2,3,4 P polarization vector

Sdielectric permittivity of vacuum PI electronic polarization vector

F" static d;electric permittivity of ice, s -- 100 pM molecular polari2 ation vector
(T = -10°C) Q electric charge

E, activation energy of surface conductivity p r1l /r1

E' effective electric field actingon a molecule p(x) density of the space charge

E_ high-frequency dielectric permittivity of PL water density
ice, e ý 3.2 r, reflection coefficient for light polarized

(D = 3.85 kuTroo perpendicular to the plane of incidence

4) wetting angle rll reflection coefficient for light polarized

G Gibbs free energy parallel to the plane of incidence

g gyromnagnetic constant r, constant

7 surface energy s surface area

YSL surface energy of ice/water interface Th l Bjerrum defect conductivity

Wt. surface energy of vapor/water interface (on bulk conductivity

Yvs surface energy of va. ,or/ice interface virio. ionic conductivity
I current GO low-frequency bulk conductivity

Ti viscosity Sa, surface conductivity, Q21
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-os specific bulk conductivity of the ice str- TMS Maxwell relaxation time
face layer, il'm 1  T,, melting point of ice

S.t adhesive strength v velocity
S, entropy of fusion per unit mass x coordinate

.(7n high-frequency bulk conductivity (1) angular frequency

VWT temperature o resonance frequency
t time Wi electron work function of ice
-" correlation time of molecular imotion Wll, electron work function of a metal
-:C mean lifetime of a molecule adsorbed oil chemical potential.€-i•:Jthe surface

11, charge carrier-n~obility, i=1,2,3,4 for I-13O',TL) Debye relaxation time OI-1- ions, D- and L-defects respectively

"Tus Debye relaxation tine of the surface iciyer
of ice
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I.

The Surface of Ice
VICTOR F. PETRENKO

INTRODUCTION

Since childhood, we have accustomed our- In a process similar to the ice balls' unification,
selves to matter being either solid or liquid or gas. airy, fluffy siiowflakes, after lying together for
Later, we become acquainted with the fourth kind some time, sinter first into dense, heavy snow, and
of matter called plasma, which is very rarefied and next into solid ice. It is this process, going on for
has an extremely large electrical conductivity, thousands and thousands of years, that has formed

Can you imagine a simultaneous combination the kilometer-thick ice sheets in Antarctica and
of certain properlies of solid, liquid awd plasma Greenland (mass transport through the vapor
n-matter? It is present on the surface of the ice upon phase and a plastic flow are also involved in this
which we walk each winter, unsuspecting that it sintering process).
possesses such unique characteristics. Evidently, the first documented guess for the

When we bump into a sharp corner or hurt existence of a special layer on the surface of ice was
ourselves with a needle or cut a finger with a knife, the work by Faraday (1859). On the grounds of his
we confirm that suifaces of solids are indeed solid, long-standing experiments on the adhesion of ice,
"This is true in so many cases that it necessarily Faraday called this layer a "liquid-like" layer. An-
becomes a rule. other common expression is "quasi-liquid" layer.

In the case of ice, however, some simple obser- Now, the existence of some special layer on the ice
vations make Ls doubt that it has a rigid and per- surface has been proven by many experimental
manent surface. For example, if we bring two ice techniques. Hundreds of papers are dedicated to
balls together, then right before our eyes, a swall the investigation of the structure of this layer and
"neck" starts to grow between them (Fig. 1). In its physical properties. The most essential contri-
time, further growth will lead the two balls to butions to the store of our knowledge about this
become one. In this simple experiment, some sub- liquid-like layer were made during the past two
stance can be considered to flow between tne balls decades.
through the "neck." Since ice in bulk form is ap- In the present report, I shall describe the results
parently sujid (have you ever fallen on ice?), it is of the experimental research that provides direct
most likely ihe surface that flows, information on the structure and thickness of this

layer: X-ray diffraction, proton channeling, ellips-

ometry and NMR. Then, numerous results of stud-
ies of the physical properties of thce ice surface will

be considered. An analysis of these properties by
means of comparing various .,nodeW- -also~ alllows; us
to obtain indirect information about the structure
and thickness of the special layer on the ice surface.
We shall not consider ice friction here, since sever-
al good reviews on this topic have been published
recently (see, for instance, Aharon et al. [1988] and
Colbeck 11992]). Nevertheless when all the reports
are united into a book, a chapter on ice friction will
be included.

,a. On contact, b. 319 minutes flter. eicldd. In conclusion, major known theoretical models,
Figure 1. Growth of a neck between two ice spheres 0.5 describing the structure and properties of the liq-

nmm in diameter at -6"C (from Hlobbs 1974). uid-like layer, will be discussed.

I!



PART I. EXPERIMENTAL RESULTS ON THE STRUCTURE
AND PROPERTIES OF THE ICE SURFACE

X-RAY DIFFRACTION

When considering the structure of the quasi- -93Ca

liquid film on the ice surface, we must first ans-
wer the question: is the structure of the film or-
dered or not? That is, does the structure have a
long range order? And if so, then is this structure .
different from that of ice? It seems that the easiest 1 '

way to answer this question is to use any known b
X-ray diffraction technique. However, owing to
the extremely small thickness of the film, it is dif-
ficult to differentiate its contribution to the dif-
fraction from that of the ice bulk. I am aware of ____._-

only one such attempt, where Kouchi et al. (1987)
investigated X-ray diffraction at the surfaces of c
polycrystalline and monocrystalline ice in a tem-
perature range of -0.5 to -10°C. Glancing beams
were used (angle of incidence = 20) to make the

• contribution of the surface as large as possible.The Kc line of the Cu X-ray spectrum was used in 50 20
cotribution 2 oftesraea ag spsil._______________________
the experiments.

Figure 2 shows X-ray diffraction patterns of 20

the surface of the polycrystalline ice sample ob- Figure 2. Intensity of the beani diffracted front the
rained at -9.3, .-2.1 and -1.1"C. At T = -9.3 and polycrystalline ice surface as a function of the angle

-- 2.1C, the diffraction peaks that are characteris- betweren incidentand reflected beams (after Kouchietal.2 tic for the crystal are clearly visible, although 1987).
their magnitude decreases at -2.1'C. At T = --1.1

'C. those peaks \, irtually vanish, being re-
placed by a blurred, circular "hado" cen- solid polycrystal

tered at 213 260. This is a clear evidence oln :sigle crystal
that, at this temperature, the long-range
order in the arrangement of water mole- ( Xcooo)
cules in the surface layer vanishes. • (I•0)

Since the intensity of the "halo" can be .•.
iused to estimate the disordered layer's E

F I thickness, it is interesting to follow the .

I • temperature dependence of this intensity,
which is illustrated in Figure 3. First, we

can conclude from this figure that the Iy-
er's thickness is independent of the
crystallographic orientation of the sur- 1 _ _ _

face. Second, the layer ceases to be detect- -5 10
able by this method at T < -21C. infortu- tcpceraturc (0 )
nately, KouLchi et al. did not attempt to
estimate an absolate magnitude of the li,.ure 3. Changes in haloat 20 28° w]
layer's thickness. temperature (after Kouchi et at. 1987).

3
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PROTON CHANNELING

Another interesting experimental method of a wide temperature range from -2 to -130 0 C.
detmenining the thickness and structure of the TIhey -ound that, at temperatures higher than
quasi-liquid layer was used by Golecki and Jac- -40'C, the surface layer is characterized by much
card (1977, 1978). This is the so-called channeling higher disordering in relation to tne bulk. Analy-
effect, discovered by Oen and Robinson (1962). sis of the behavior of the disordering process
The channeluig effect manifests itself in the fact prompted Golecki and Jaccard to conclude that
that, if a beam of heavy charged particles (usually the disorder-ng is cav.ed by a sigitificantly high-
protons or x particles) travels parallel to some er magnitude of thermal vibrations of oxygen
crystallographic direction, then the particles of a&oms near the surtr ,ather tha!. the absence of
that beam experiencing low-angle scattering pen- symmetry in the structure. Thus, at T = -1.8'C the
etrate the crystal at very long distances and can average amplitude of the thermal vibrations of
stay inside the channels formed by atomic rows. oxygen atoms near the surface exceeds that of the
The magnitude of this effect is usually expressed bulk by 3.3 tfrý.es. Because of that, Golecki ani,
in terms of the ratio of the flux of backscattered Jaccard suggest not using the term 'liquid-like'
particles when the direction of the flux coincides layer at all.
with one of the crystallographic directions to that To estimate the thickness of the special surface
when the direction is arbitrary. layer of ice, Golecki and Jaccard calculated an

The backscattering can take place only at nu- equivalent thickness of an amorphous layer (to-
clei of atoms that are much heavier than the parti.. tally disordered) that would result in the same
cles in the beam and resembles the classic Ruther- magnitude of scattering. The results of such cal-
ford scattering. The diffraction of such particles at culations are depicted in Figure 4. It is worth
the crystal lattice ib insubstantial, since the noting that the half-thickness of the layer t/2 ob-
characteristic de Broglie wavelength is several tained is extremely large. The temperature de-
orders of magnitude less than the lattice constant. pendence of the tit ickness t was found to be

Most of the backscattered particles experience
only a single strong interaction with a lattice d(nm) = (94 + 17) -(54 14) log(273 - 7). (1)
atom. Using the theory of Rutherford's scatter-
ing, we can calculate the energy of the reflected
particle as a function of the scattering angle. De-
partures from this predicted value contain infor-
mation about Lhe depth at which the scatterirg 100
took place (more exactly, about the path the parti-
cle has traveled back and forth within the matter).
The loss of the kinetic energy of the particles is 80
attributable to their interaction with the valence
electrons and is almost independent of the direc-
tion of the motion. Having "calibrated" such loss- 60
es for a particular material (or having calculated
them theoretically), we can establish the depth at 40
which the scattering took place with a rather high
accuracy.

The channeling is extremely sensitive to the 20 •
degree of perfection of a crystal structure and
therefore can be efficiently used for measure-
ments of the magnitude ofthermal vibrations, the 100 10 1
degree of disordering, the concentration of point 273 -T(K)
defects and so forth. One of the comprehensive
reviews on the subject is that by ,emmel ( 1974). Figure 4. Equivalent "atnorphous" thickness of the

In 1977 and 19T"8 this effect was explored by disordered region at the ice surface, deduced from the
Golecki and Jaccard for the investigation of the measurements w;thi thre aid of Meyer's (1971) theonr.
(0001) surface of ice crystals. The authors inea- The sol.'d line corresponds to least-squares fit. The
sured the backscattering (angle 150') of 100-keV densitvof the surface re'ion was assamed equal to that of
,ro-ons from the surface of monocrystalline ice in IcE (0.917 g cm 3) (after Got ,ki awl Jaccard 1978).

4
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OPTICAL ELLIPSOMETRY water, Beaglehole and Nason found that the film's
thickness op the prismatic surface (d) was about

Ellipsometry is an optical reflectavce tech- 130c at T = -1.5 0 C, decreasing slowly to a mono-S• nique in %hich the change of the state of polariza-' tin ofligt upn rflecionfroma srfac is atomic thickness at T = -10°C. They found a sur- -
Son of light upon reflection from a surface is face layer on the basal plane only at temperatures

measured. Even though the method dates back to greater than -O.3°C.
Drude (1889), ellipsometry has recently attracted Furakawa et al. (1987a,b) significantly ad-
considerable attention because of a wide variety vanced use of the ellipsometry technique for de-
of applications in modem solid state optics, espe- termining the transition layer thickness on the sur-
cially in the physics of surfaces, interfaces and face of ice. First, they used improved, more perfect
thin films. In the study of the ice surface, optical ice crystals, growr, from twice-distilled and de-
ellipsometry was used first by Beaglehole and
Nason (1980), and later by Furukawa et al. gassed water. The degree of purity of ice plays an
(1987a,b). important role, since even a small salt concen-

The change of98 th, sttion can sizably alter the thickness of the transi-

Srheflectin changbe e sed iaters of pa riation upof Lion (quasi-liqvid) layer on the ice surface. Second,
treflection can be expressed in terms of the ratio of they examined atomically flat (0001) and (1010)
two complex reflection coefficients rUl and ri for surfaces of the natural facets of a so-called nega-
light polarized parallel and perpendicular to the tive crystal. A negative crystal is formed by pump-
plane of incidence, r being the ratio of reflected ing water vaorut of a small void inside a large
and incident electric field strength. The ccmplex monocrystal. Besides, they made their ellipsomet-

quantity ric measurements under conditions of equilibrium

l= l tan N/.- exp (iA) (2) between ice aind its vapor.
)r =Finally, Furakawa et al. interpreted their data,

dfeA and y. The not using the assumption that the refraction coeffi-
defines the two ellipsometric angles a cient of the surface film (ni) is the same as that of

twosangles completely determine the two optical water (nw), but calculating it as a fitting parameter.constantt n(refractive index) and k (absorption They found that ni = 1.330 for both faces (0001) andcoefficient) of an isotropic reflecting medium. (1010), which is closer to water, nw = 1.3327, than

calculati•c from Fr snel's formula, was found, for th laer is qieco et that ter.

example, by Bootsma and Meyer (1969). the layer is quite close to that of water.
SThe application of ellipsometry in surface Figure 5 shows temperature dependence of the
Tbca use in suial ce transition layer thickness as found by iurakawa et

phy~ics is favored because In suitable cases a lay- al. from their ellipsometrical measurements, As
er with average thickness as small as 1/100 of a follows from this plot, the thickness of the transi-
m onolayer can be detected, if in the layer u and k fion l r tically rie t empeoatue tras-

are iffeentfromthatof he blk.tion layer drastically rises as temperature hiacreas-
are different from that of the bulk.

Ellipsometric data are usually analyzed with Temperature ('C)

computers because the two measured variations 0 -5 .10 -15

6A and &V are not sufficient to determine all pa- d .i . ...... .

rameters (optical constants, thickness) even for a 0 o

single surface film.
Beaglehole and Nason (1980) employed ice

monocrystals grown following the Bridgeman 59L -method using twice-uosi'eu water. Tne ice 5ur- so -

face with the orientation (0901) (basal plane) or - basal (0001) face

(1010) (prismatic plane) was milled with a warm .... prism• (10f0) face

razor immediately before ellipsometrical tests. -100-

wWater forming simultaneously on the ice surface 100
• was removed by the same razor, resulting in a

surface of unruffled cleanness.
Measurements in the 0 to -30'C temperature

range rev ;aied a considerable distinction in the Figure 5. Temperature dependence

x L behavior of the surface layer at the basal and pris- of t'e relative phase change A and

matic planes. Assuming that the ref action coeffi- .200- the thickness of liquid-like layer d
cient of the surface layer is the same as that of d (after Furukawa et al. 1987a).
l5
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-]mvr ( ant iccl tesu ' ntil-pv tt ot ti liquid like la% Ir u..ing N ' I XX)Lkt'( l I I tact'i'tth

,I .1111liiedelip!.oietr iv technique, wvhikh %%,I,

termed lrwtr rtlectonhetrv- 111V IdO.1 Wta to NUCLEA14 MIAGNIETIC RESONANCE
11I&Srv il, rfrt ilve Index profile near a plant,
inerac btwenuniform meiaki~. Itoa collimated C'litford (11~4,7), using Nut ear Miagnetic R'e.
ligh beai wih Ivector I' lying in the plane of nance (NNIR) ineasurenmeits onl ice, obiserlveda

incidVenCe talls at thet Brewster's angle, then thet very narrow Illne 0.2 G) mtat het attribluted to
intensity of thle reflected light will be /ero for an SOmeo torm At liquid water remaining Inl ice down-
interface between two homiogeneous media. But, to temperature kit at least 12 2C. K% lividize et a~l.
since the interface hias a finite, thickness, thie re- ( 1970) demonstrated that this narrow reso;nant
flectivity is slightly different from zero. Elbauni line is dis.'tincLt from the NMR lines corresponding
et al. assumed that thle interface is Composed of to protons, in water and bulk ice and IS Cau1sed [IV
water v'ai )r or its mixture with air having the the liquid-like laver onl the ice surface. Afterwards,
refraction coefficient ?I = 1, a liquid film of thick- NMR was used for studying the properties of thle
ness L and ni =1.333 (same as water) and, finally, liquid-like, layer onl the ice surface by Bell et ail.

ice with n =1.309. Given such conditions,, thle (1971), Kvlividze et al. (1974), Barer et al. (1977)
problem of the intensity of the reflected light canl and Ocamipo and Klinger ( 1983a,b). The most
be solv'ed exactly, and they used this solution to comprehensive information about thle physical
calculate the thickness of the liquid film onl the ice properties of a liquid-like layer was obtained by

surtace from thle measurements of intensity of a Mizun~oand Hanafuza (1987), to whomn v, o are go-
polarized light reflected at the Brewster's angle. ing to refer most often for this reason.
Though this miethod has a lower Sensitivity Com1- The phenomenon of NMR is an absorption of

I jpared to conventional ellipsonictry (L Žt 12 A, elect romagne tic field quanta by nuclei that pos-
Elbaurr et al. [1993]), the described work was the sess a magnetic moment and are placed in an ex-
first where the effect of air on the thickness and ternal magnetic field R? at esonance frequency (0',
conditions of existence of the quasi-liquid layer w,=g1 3

4Wh where g is thle giromnagnetic constant.
2.0.1- a ~The position of the resonant line, its shape and

half-width, as, well as, the spin-lattice relaxation
2MX time, appear to be quite sensitive to thle properties

of a medium that surrounds the nuclear spins,.
I Namely, those properties are the average distance

-2 - 1* and relative position of the spins in space, angular
1o4 - velocity and diffusioncoefficient of molecules that

Reaer wh ae iteestd n tismethod
___ as should see the marvelous book by Abragamn (1961)

a and also the paper by Burnett and H-armon (1972).

oL ~ *, **The NMR technuique applied to ice, water or the
-2 -1 5 -1 0.5 0 quasi-liquid layer allows us first to distinguish

I (OC) three resonant F'lines associated with absorption by

Figure 6. Collected results oni the' liquid-like filn thick- hydi ogen nuclei in those three mnedia. Fiomi the
ness fronifour reflection experiment~s. The inset shiows intensity of the liquid-like layer line, we can judge
the samnc results in, smaller thickness range (after Elbaum the approximate thickness of a particular layer.
et al. 1993). Besides, it is possible to determnine the correlation
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time of rotatuone' ino'tion of (ater nmlecult'. and 1__0_ _

,1 S&lf-diffusaon , wfflicielnt (•iLno and I lanalu-

/a IYN7) (&HJ

Since under normal tonditionst, the rwlative

portion of molecules in the liquid-lhke layver Ls

negligibly sniall, it is necess. rv' first to increa ,f
the "surface-to-volume' ratio of the ic' in ques.- Z
tion to observe NMR from this laver. The ea.siest
way to achieve this is to pulverize water at a low t so-
temp:erature. As a result, microscopic ice balls are
formed with a diameter about 100 plin and a net
surface of about 3--Sx1 2 crm/g. This method was
used fo; instance bIy Mizuno and l ianatua
(1987). Kvhvidze et al. (1974) saturated water
with air prior to freezing. This leads to an al-
pearance of ,a great numbe-r of microscopic air
bubb!es inside the ice, with a net surface of the so (C) -100

order of -10 cm 2/g. Frost forming on walls of a

iXwar vessel filled with liquid nitrogen has an 'hXure 8. lntezasitv' and line width of NMR of quasi-
even larger specific area of 1-2x I 1 cm/ /g (Kvliv- liquid layer against inzvrse ternperature (after Mizuwo
idze et al. 1970). l'lacing spherical Teflon particles and Hanafjisa 1987).
(r - 350 A) (Kvlividze et al. 1974), or Aerosil
particles (r - 100 A) (Barer et al. 1977) into water increase the signal-to-noise ratio, the spectra
before freezing produw.!d something comparable wore gathered 200 times at each temperature. The
to the "frost" net surface of ice for NMR analysis. broad signal from crystalline ice is not seen with-
We have to take into account, of cours., that tie in the range of the 20-kHz observational frequen-
structure a)id properties of the liquid-like layer cy (Mizuno and Hanafuza 1987).
on the ice/(soýlid dielectric) interface might be dif- The narrow signal was never detected at any
ferent from ice/(water vapor + air) interface temperature if bulk ice was used as a sample.
properties. As is clear from Figure 7, the line width and

Fgure 7 shows NMR spectra of the liquid-like the intensity vary with temperature and their
layer of ice measured at various temperatures. To temperature dependencies are shown in Figure 8.

It should be noted that the line width of the liq-
uid-like layer spectrum at -10°C is about 7 times
that of ordinary water at 5'C.

Since the temperature dependencies shown in
Walru- Inc•" Figure 8 were measured as temperature was in-

creased from -100 to -5'C, and since at T > -100 C
a considerable sintering diminishes the total ice

h!-20 0 C" surface, the actual increase of the NMR signal at T

>Ž -10°C could be greater than the one shown in
-301C Figure 8.
-400C The temperature dependence of the correla-
...50C tion time for rotational motion x is shown in Fig-

ure 9. This time, which could be interpreted as the
-o100, time it takes a water molecule to be reoriented in

a liquid-like layer at T = -10'C, appears to be
S4 K~l z closer to that time for water (=1012 seconds) than
0.94 gauss for ice (2 x 10- seconds [Jaccard 19591) at the same

Figure 7. NMR spectra of the quasi-liquid layer ofice temperature. The activation energy of molecule
and water observed at 99.5 MHz. The signal ofliquid reorientation in a liquid-like layer, which can be
water was taken al 5'•C. Notice the difference in the line determined from the slope of the curve in Figure
width between liquid water and the quasi-liquid layer 9, is 0.291 eV and is also quite different from the
(afterMizunaitdllaa/usa 1987). corresponding value for the bulk ice (0.575 eV

7
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,J 4( ( ( 1 60 (S,..ev jig. 10), we will come to an opposite conclu-

s, ion, because this cotfficient at O'C in the liquid-
like laver turns out to be - 3x1O- 12 n.2/s, which is
clo,,er to ice 1-10-14 m21s) than to water (2x10-'

/ rn12s). At the same time the activation energy of
.- .lf-diffuson in th;' liquid-like layer (0.24 eV) is

closer to that Of water (=0.24 eV) than to ice (0.65
ev).

E Barer et al. (177) studied NMR from a liquid-
like layer forming at the interface between ice and

b a: pwder ice Aerosil microspheres, i.e., on a frozen aqueousSIo }G b v act "-0.291 eV
0 suspension of Aerosil. Like Mizuno and Humafu

b refroen ce za, they tracked the existence of the liquid-likeE,,ct - 0.62 eV .,ayer much further down onl the, temperature scale

th'an mevasurements that could be obtained fron V-
10_• .. ... . .•_•_rays or ellipsonietry (see Fig. 11). The results of

3.66 4,0 4,5 their estimations of the liquid-like layer thickness

10 3 (K- ) at various temperatures are given in Table 1.

Fipire9,orelation tinwfor rotational motion Table 1. Temperature dependence of the
r ofquasi-liquid layerta,inst inverse tmPera- thickness of a liquid-like layer on the ice/
tore (after Miz11no0 101d ftanafisa 1987). Aerosil interfice (after Barer et al. 1977).

T() - 12 --w A --8 -4 *-2
[Jaccard 1959]). Therefore, comparing the rota- 1 1I 12 1.1 20 27 52
tions of a water molecule in water, the liquid-like
layer and ice, we ,ould conclude that, according In the same work (Barer et al. 1977), the viscos-
to this property, the Kquid-like layer is interniedi- ity of a liquid-like layer on the ice/quartz interface
ate between ice and water, but it nevertheless was measured. At T = -10"C the viscosity ap-
resembles wacer more closely. peared to be i = 0.1717, which exceeds the viscosity

However, if we try to compare self-diffusion of -;upercooled water ot the same temperature by
coefficients in water, the liquid-like layer and ice an order of magnitude.

-12
10 12

S~QLL
0

Slo' 12

i •- 10 04 poly crystal

I • 01'•" " ... single crystal

/ 3.7 3.8 3.9 40 1I'*-103(K )2.10 230 250 210o 'K

IFi,\urc 10). Diffusiou co(.fficict't of quasi-li, ui(I layter a~in,14st F~iill-re I I Tcmtinerature depemhcnc, offthe relative
inverse henperaturt, (after Mizztto imnd I hlanafisi 19)87). comcentration offthv ntbth' aqtueotu: sutspeni..; (itt '[w

.1 Aerosil (after lhver r't al. 1977).

" it
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ELECTRICAL CONDUCTIVIT Y ing onl tile surface from the bulk currents. Usual-
OF THlE ICF SURFACE !y, this is dlone by meants of so-called guard rings

7As we have seen in thle previous sections, th (Fig. 12,). A guard r~ng, as canl be seen from this
surface layer of ice differs from the builk it i., figure, is separated from the central electrode by
structur':, optical properties, molecvde reorienta- a thin insulating ring. The guard ring and the
tion time and self-diffusion coefficient. It is theei-- cetaeltrdhvenrytesmepeti,

foreals naura to xpct te iesuraceto e Lif- which provides anl orientation of electricail field

ferent from thle bulb inl its electrical properties. Srnt etrý(n osqetyo ur-s
We canl name several po~ssib.le thiings tlhat ~ou~ld par11allel to tile Surface of the cylinder. Ini this set-

change electrical properties (if ice near the surface. upl all subsurface currents flow through l the
Thefiit i al icrese oi-cleivse)of ilediage guard ring, and their magnitude is proportional

Thrrer ficoincincreatos (orhi die creas) oftengchrg to thle voltage drop across the resistor R,. Ini this
-~ arrer oncntrtios wthi th sceenng engh, schematic, 1N. and Rli must bie mnuch smaller than
assuminl g that there is a potential dlifferenice (p the impedance oif the specim en Z, in thet whole
betweenl the surface and the bulk. SUch a differ- rneo ieiletgtýf~L~Ii8
enlce mlay arise because of differences ill thle cheivl- Angreatmjrt of theeainvertigated frequencils.
ical poten~tials Of chargeV carr1ier's in (lebladol configuration shown inl Figure 12, althoughthe surface (electrOChemlIical p)otential Must be unli- S1ItlISsLr c ,11)V ~VLSdiltaform everywhere) or because of adsorption of vcle- of cylindrical onles. caranlti and lllinlgwor~t h
trica Ily charged impurities that comipenlsate thle (18a sdtesm da(aigI' aallt

SI),l~e Of ce 11 like kld',ICVýthe LteIliV tleSurface and thet use of a guard rinig), althoughl11Iezly fr'OmI diffe'rencLCS inolul l lie.1111s Of p)ositiVe they emp111Yloye a1 semi-spherVi~cal eIlecrolet frozen
jll 'I~~nd ne~gative impurttlity ions fin ice. SecLond, char'ge Itoie

Caiwier Moiit ie ando thestLth inppositcsidfinira
ti~l bAWT11thVII111~t'11 bediICI~ltil tie d~sl - ]aCcarIld (1 906, 1907) sgetdthat four-p~oinlt

e>,tiinelysurlac, and bulk conduILcti Vities. H owever. We
10VICt-LlLO~IiitV it' th,1t Wa15 discovered III I li S1111 refrain fkrOxii discussing this here becauise of

tl'1 950s anid h1,as beenI -stidlied inte, 1sl'lY yOVer tile Seiou criticisml Of thi s mnIVIIod e'Xpressevd by
past 30 years. At temu1 era'tureVS rougl),1y above Tune an Cltw(18)

1-1 lltpule Ice, ti.I' .. conductivity ot the su',ill ~ ~ fIj6

ples.t Iand 1ito0-.t hacVeSiblle Ways to Study' thet
pthysical propertie's ol Ilo- It c Surface.'. Inl fact,
a siiiuil,,.ltaiiotus ineasurirelleit ot thev absolute
value ofi' lith surface. coniductivity o, (Withl a
dimniezusionl of 12 1) a1111 of thet Speci ic voluleli
electricalI conl~ductvity of tilt' surface layer (V,.,
(With .1 dimenVIsion Of Ud 111 1) would alloW iitiii
dthl'tnililiatiOll Of i1he layerI's; thiCknessh Liti

Measurement111 Of charIIge calrrier m1bi lities'
Values iA1 and their concentrations 11, is essenl-
tlal to undcrIC stalILIding thle naur ad the toCISI meairin de'vice
StrtU 1[tire of thle quaisi-l iquid layer, ats Well aS
foi- leterinliuling the activation enlergies of p.,
.1ud n, R~esearchiers in this field have investi-R

gate thle Celectical conducti'vity and dhillec-
iinc permittivity of the( Surface layer, as well ligIlg
as: the I loll effect. Fre12. Tlilpicailceutfitiuratiouifor-

t-TheL 21aoi metho0dical problem in these ex- IV\' inwusur'nwnts cot surfiic' andI bulk
jpcrivments i~s thle separaitionl of currenlts; flow- (cunduct ivtl.



Table 2. Surface conductivit.y of ice.

dlz) aIJ (l 1) (1,V) WiiC43 (!atrn

-1 ~ 3 xl 0.34 10. 1pure poi~-tl .11)v 1.(99
-101 d- 3~. .4. - 10 1.241 pure snigle Crx'.11 .illu inh'mr an:d Riehl (1960)
-10 d~c 3 9x 1()4 1.3 3x 10 4 M III

e, -10) d -C. (I .!5-4)x 10 1.52 pure single crvN-smIs Maenuo (14173)
-1It) d c (1 -6)x j() i . 9 pure single crvsta Is Mlavien ind Nishi mura (11)78)
-lo d(L r, x1() 0.44 1. 7,,1( 4 I I I I

-10 1) 1 4 x I o 1.0 purv polmyrsta Is Caran ii aind Il~liigwort h (11483a)
10 0.1 (s10) 0-~55 11) 'M NjC' polvtrysta is

10I 107 2K 10 0. 78 pure polycrysta Is 'arainti and L~anin ri(19487)

*10 d.C. 10 1.43 pure siniglu cr': tlas Maid iqute( atl4. (1971)

-I0 d c. I . t1o'' 1.294 purt, single cry'stalIs KUepp~j a1nd K~iss (19it

-11 dxc (14 -1.0) x 1 0'') - pure' single crysia s I accard (1917

-531 d .k - .I.5 1 I pot vc'4 ýtasli line Ice 11i111 C it,~i ilw k (I 1988)
-10 1 4 x to) dej )44i t'd onito4 .1 dIi4'Iict 1~C

Subst rate

*'a Iculited it rin Ch rianowski s data assumilug that the vlectrodJe s vlength wasS 44min.

i Cilcu idatd I null Ihrzianiwski s daita l."sunlling thait the. a.4 i vat inn energy is 1.2 eV.

EvLivi 1 aSmall11 amlOunlt of illJMpurtieS ill iCV Typical frequenIcy dependc~lC1ies Of icel bulk
I..strongly affects the siurface conductivity G,. This anld surface conductivities are plotted inl Figure

accounts foýr the considerable scatterl in ILL' 13. This plot shows th.at the frequency depen-
experuimental data Obtained onl (7, Data o1'l low- denct, of the bulk conductivity aYjj follows Dv-
freq~uency and d.c. surface conductivities of pure [lye's dispersion, which is well 'known for ice
anld doped ice at --10C are summarized ýi T'able (--G)(IW-
2. As we canl see fromn this tilbiv, 0,,. even for pure CYII -0 +i 4. ~_tu) (5)
motiocrystalline ice, assumes values ill a wide I + (TI i)0))2

range, i~rom 10 11 i (Ma11no1 and Nishiimura
1978) up to 10 ' Qi I (MatidiqueV et al. 1971). Data we~re (To is thle low-freVqunclly limlit of thle conl-
oin activation energies L, for thle salne crystals ductivity (or d.c. conductivity) deteormine-d hv
vary from a iniiiimuln value o~f 1.19 to 1.52 vV, minority charge carriers. Ill l)urI ice at -10"C,

with an average valueV of about 1.3 eV. Even a those ate 113~0 and OfI ions. (7- is the high-
slight doping of ice lead.% Ito a considerable inl- frequency limit oif the conductivity, equal to the
crease in (7, anid, as a rule, a decrease ofI:L, sumi of all partial Lconductivities of the charge

10 D )

I e u -bulk (Yoi)
0 x surface ((T.)

o, -0 surface with thick frost
: suifaco after amiealing.

to ~ -10 N ýii~rc 1.3. Variations 0111w real part of conduc tiv'ity'o
o I lol lo, if) lo, 04 pure pa1 ycrg~stallin ice ait --10"1C (aftc'r Caranpti and

[44AtCI4C (Il) Jlingwvorth 198.3).
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carriers. Under the conditions considered, a.- 10-1 i , i-m-1 . (7)
practically coincides with the conductivity of the
majority charge carziers-Bjerrum defects, that is If we substitute extreme values of oc for pure

AVW . L- and D-defects. (o is the angular frequency and ice from 10-11 f2-1 up to 3xlO-1 f2-1, we shall get
rL) is the Debye relaxation time. I refer readers
who are more interested in the electrical proper- Cy,--" (10- 2 -3x 101) Q)-1 m- 1. (8)
ties of bulk ice to the latest review on this subject
(Petrenko 1993). Let us just remember that a small At the same temperature, the bulk low-fre-
(compared to cy-) value of op results from lattice quency conductance 0O faUs in the limits (2.5x
polarization arising from pr-)t:nic charge carri- 10-8 to 6.4x10'-l) Q-1 m- 1 (Petrenko 1993); i.e., it is
ers' motion To prevent the polarization from in- from 6 to 11 orders of magnitude less than r,,
creasing to infinity, ions and Bjerrum defects from eq 8. The bulk high-frequency conductivity,
have to move in a consistent manner to keep their a.. = 1.6x10-5 - 1 m-1, is also much less than a,. If
fluxes equal. An absence (or reduction) o.^ any we assune that there is no correlation in the mo-
noticeable difference between ,.. and (o would tiot. of ions and B3jerrum defects, then the charac-
imply either that such a correlation in the motion teristic dielectric relaxation time of the surface
of ions and Bjerrum defects is absent (or reduced) layer would be the Maxwell relaxation time t Ms
or that partial conductivity of ions is close to the tM 0 (0'2 3 (9)
conductivity of Bjerruin defects. TM s .... .

As can be seen froin Figure 13, the frequency
dependence of aK is much less pronounced than which correspinds to the frequency range
that of 0u. This is especially true for the ice sur-
face after arnealing, i.e., the smoothest surface. f=-__-_ (5x10_- 1.6x1011)Hz (10)
Since some fraction of the current flowing along 2 •tM S

the surface inevitably penetrates the bulk, the where LO is the vacuum dielectric permittivity
remaining slight frequeicy dependence can be and e-= 3.2.
ascribed to these accompanying bulk currents. Uxnfortunately, I am not aware of any attempts
The rougher the surface is, the greater is tie to measure o, as a function of frequency in the
"bulk" contribution of the "surface" cuiductivi- specified range, which could give more accurate
ty, in excellent conformity with the results shown values of a,,, in conformity with eq 9. If in the
in Figure 13. Thus, we can tell that, at least in the future such measurements are carried out, then
frequency range of 10- to 3x10 4 Htz, there is ei- this will also allow more accurate determination
ther no correlation in theimotion of ions and lijer- of the liquid-like layer thickness L using eq 6.
run defects in the s-bsurface layer at all (as is the Thle result of estimating the charge carrier con-

case in water) or that this correlation is weak. centration in the liquid-like layer using the fol-
AAn alternative explanation for the weak fre.- lowing formula is quite interesting

quency dependence of ro. can be that the cor-
responding dielectric relaxation time for the sub- n . (
surface layer tis, might be several orders of mag-
nitude more than that of the bulk VD- Therefore, If we take os, = 3x 101 1)"nlm "- and p _ 1i0-7 m2 V-1

we would search foi the Debye dispersion for the s-1 for ions and [ti - 101 in2 V-' s-1 for Bjerrum de-
liquid-like layer in a very-high-frequency range, fects (Petrenko 1993), then an estimation using eq
where fhl.,standard niethods for measuring 0 ire, ! 1 for the ii of ions and Bjerrum, defects gives

jnot applicable. 3x1027 nm"3 and 5XI1211 M-3 respectively. (We
",Let us try to cstimiate the specific conductivity used el = 0.62e and e., = 0.38e [Hubnmann 19791.)

of die surface layer o . (dimensions of 1L- 1 n I), These are extimoe!y large values if we recall that
proceeding from the data in Table 2 and the re- the concentration of water molecules in ice is
suits for the liquid-like layer thic kness L given in about 3×1028 in3
the previous suctions. The above estimations can be much ninre accu-

rate if we employ for our calculationis the correla-
's (6) tion time for rotational motion of water mole-

I. cules at the ice surface, found in NMI, experi-
.l.n Thus, taking 1, 1.2xlI) "' m (',I = - I 1'" larer ct nients by Mizuno and I lanafuza (1987) (see Fig.

al. 1•771) and o', = u 1, we oltaii 9). In bulk ice, this time coincides with the dielec-

i II
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tric relaxation time r1 ) and is related to thle con- Thlus,, we call conclude that the charge car rier
ductivity cT by the following formula concentration in the ice surface exceeds by many

orders of magnitude that of the bulk and in S0o1e
Tj ~ ~ ~ c Tt4 7 D'. ases might correspond to a superionic state,ie,

~de~) LIa state in which all (or nearly all) molecules are
ionized and mobile.

where (D= 3.85 kl,7'r,,,, r,, -- 2.76 A is oxygen- Caranti and lllingworth (1 9 83a) remark in

spond to incand Bermdefect conductivity imaginary paros of the comple)Ix surtace conduIc-

Bjerrumn defects. Substituting tp = 10"~ s (from ing surface currents ito be predominantly resis-
Fig. 8), T = 263 K and C3 = 0.38t, into eq 12, we, tiVe. This is exactly What m1us;t be the CasV for an1
obtain for the not coiductivity of the surface layer ordinary conductivity (Without correlation be-

tween chargo carrier fluxes) at frequencies much
¶a 11 Q-1 nv' (13) less than TI) 1.

T'emperature dependencies of the suzrtace con-
i.e., a value close ito the upper limit found in eq 8. ductivities of pure and dloped ice are plotted inl
T'he corresponding concentration of lBjerruni de- Figures 14 and 1S. The behavior of this depen-
fects in the surface layer according to eq I11 will be dence is different at temperatures above and be-

low -VVC. It is quit" possible that a sharp rise of (T
i t 2 x 10)28 11n 3. (14) at T1 L- -0"C is issocimted with an appearance, of

the liquid-like layer onl the, ice surface, which is
If there is no correlation between fluxes of ions detected by optical ellipsonietry and X-ray dif-
and lijerrum defects in the liqluid-like layer, we fraction methods (see previous sections). Ani
should use eq 9. Then interesting observation is; theI differenMCe inll (coI--

responding to different crystaillographicsrae[Y.,, = 0.3 12- in-, I t = SX 102, 111-. (15) oi ice (Fig. 15). The conlductiv'ity of thle basal

CC Tem__w________ _______ C_____

0 -5 -it) -15 -20 -2S 0i .5j -10 -V, .-20

10 11
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10 1 0/
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Figure 16. Variations (surfit','cotzductatnceaftirezacu- Figure 17. Typical thickness dependence of'the uea-
ation of pure waterfor "pure" natural ice (O-ikc pond). sured current intensity obtainedj' r icefilhs deposited
Dotted lines indicate expe,:ed variations of thi, conduc- onto a glass substrate of temperature 22) I(. Three
tance calculated fromn measured iemiperature of the ice different experinetntal runs areshown (after Chtrzanowski
surfacce (after Maetno and Nishimnura 1978). 1988).

(0001) surface was maximum. "llis result is in er close to the ice/dielectric interface has a much
agreement with optical measurements by Elbaum larger specific conductivity than the bulk, and that
et al. (1993) but is opposed to the results of optical the thickness of this layer is about 0.3-0.5 Pain. This
ellipsonietry (where liquid-like layer thickness is thickness (taking aLso into account the tempei-
greater on the prismatic (1010) surface) and X-ray ature of 220 K) exceedt considerably values found
diffraction (where the difference between the in other works. I believe that this quantity can be
(0001) and (1010) surfaces is negligible), associated only with the screening length in ice,

Maeno (1973) and Maeno and Nishimura (1978) which was considered in detail by Petrenko an:d
found that an intense pumping out of water Ryzhikin (1984).
vapors frum above the ice surface changes the Caranti and Lainfri (1987) made a very interest-
surface conductivity considerably (Fig. 16). Pump- ing attempt to determine charge carrier mobilities
ing out of water vapors accelerates evaporation ui the ice surface layer. Thlie authors used for this
from the surface and its cooling. Aside from this purpose measuremencs of the liall effect and sur-
trivial effect, a lowering of water vapor pressure face conductivity. Owing to the very small mo-
above the ice increases the surface conductivity, bilities of charge carriers in ice, the measurements
The phenomenon discovered by Maeno shows the of the Hall effect are quite complicated. Caranti
degree to which the co.du.,-:ti;ty of fi'e .. .. . T Anu" .... -J J"...• . , •.• ..- .. .... ,,,.• ,,,,. ,.,,r. useu an a.c. eu --wIUI Lwo UIbtU•cL

layer is sensitive to physical conditions at the ice frequencies of the magnetic field (50 Hz) and the
interface. driving current (107 Hz), measuring the I fall effect

An ititeresting result was obtained in the work at the total frequency 157 Hz. Figure 18 shows the
by Chrzanowski (1988), who investigated the d.c. temperature dependence of the carrier mnobilities
conductivity of thin ice films deposited onto a in the ice surface determined by Caranti and Lani-
high resistance dielectric substrate (high quality fri. An unusually large value of mobility (3x104
glass or quartz plate). Figure 17 demnonstrates that m2 V-1 s-1) is striking. Tihis is three orders of mag-
the conductance of an ice film grows rapidly with nitude greater than the mobility of ions in water
the film's thickness until it thickens to 0.3-0.5 lun. and ice and four orders grcater than the mobility
Then, the rate of the conductance growth dinin- of Bjerrum defects in ice (Petrenko 1993). More-
isfies consideribly. This result implies that the lay- over, such high mobility can not be attributed to

13
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Ni'cthlicss, the( result of (aranti and Zamifri
I)o i s indirectly COnhrm'lled by earlier measuremients

Of131,111111#0r anld Riehll (1968). Who tried ito niea-
:-urv a bulk I lall effect inl ice and obtained p

*1.4 x 1t) 4 m2 V I s it T' -8"C. Although Ilulivle-

an N vi- and Rich] used guatdl rings at thle I lall elec-
Em trodes ito climinate the effect of surface currents,

u 'I thy apparen0ltly did no0t SUCCeedI because they did
v ~observe thle I fall effect, Which is fca'biddeon foi'

v bulk ice inl principle (Sokoloff 19?73, (Josar 1 974).
lo-1 I-~1-lence, 131u110110 anld Ri''hlals d eS Itermlinetd *lthe

U v sui'f.ice I lall mobility. It is reniarkable, that their

:'eslt (althlough heyV ulSed d.c. melasulren'enltS) is
ill a good agreement With thle Caranit anL4 I ,amlfri

v RUimHk[) rV.Isult. ThenI, With What iS thlis eXtremelly high

a NiMMAL. mobility associated? Perhiaps with electronis in
thle ice SUrface? We dot not know thet answer.

HAinally, C'amp and I hildchin (1979) studied thle
(I --- ---- electrical properties of ice! ice (grain boundi ries)

3.6 3.7 .1.8 3.9 4.0 t(XXVfI and ice/quartt11 inlterlaces inl theltem per1(a tu re

Npre.ui 18. 1fhall mobilitv pi (n-' V Is 1 ) at 157 1 1z* asi range from (0 to -20"C( anld in1 thle ',reLjlueCly ranllge
JimIcliU)?l of' tempera! nrcfo' normal ajnd rubbei'e sur frmtc oI~1/ hyfudta h idths of
tat. es. 7/i he .~ I 'f fil 1  a 131 atrCrna the "electr'ical" inlterfa ceS (ic C/ ice ad ILIice /diVleC--
lainfri 19)87). t nc), estimla ted fr'oml the( 'on~ductiVity Illea-

Sureimients, depen~d Onl the( frequenlcly. 'l1V higher

'ahle 3. Sumin1lamyof estitialtes of grain bouundary thickntess ~ (after Campii
anidllalchiiti ¶97'i). The meiiLasuriig frequelcy is indicated in parenitheses.

Namuim Type o Invasu'~mrem' ntmm I f -Ifth t' rairn I'imitimv lin V J iit'kyj,.

Villei m). 2 From high fr'.quentcv 6 (5 x jp0") 1(K) A wtmirdr mi) wagit~uiuds
Pure lit. 3 Flaow Lpc11,6oiduw Lima1, 6 (10(1) 7WK A

1:1-011 dI.C. U01nmp1uti'd ill doped ItV 6 (dxe 24(x) (ordimd of al iulugmtml e)
i'murm' no. I Fromn cap1ct.wILTuw dd.0. 6(1 ))1) txx A

ions at all. lEVCn inl thle Case Of anl aCtiVationl-free the frequenV~cy, thet thinner~l the surfa4,CO layer ill
diffusion mlotionl of ionls, their mobility Canniot WhilII thle dielectric Vela Xat ion timel is Small11

exceed the valu. en1ough for' Wa tez'molecules to beCable to reorien1t.
That is. thle su rfac". layer is not homo11geneVous: thle

(A iT (16) charge carrier con'. eitiiation is greater near' thet
su rfaC'C and LeiCCea&eS a way from1 thle surface inltoIthe bulk (%ee T1able 3, which is a summary ofWhe~re V freqLUency Of ion's hops) between1 n11o1- r'esults of Camlp and I ilalchinl).

H ccu les
v = Charge
at length of a hiop (ý 10(111)ill). SUR1FACL CHARGE AND

TlO explain I~ L-3 x 101) 1i12 V- I ~ we bave to SURFACE POTENTIAL
11CI Jacc that V s IV , which is 1Iuch1 greater' The study of the aurlace po0tential of ice ad~l
than all possible p'ionlon frequencies inl ice (as electric Charges at the Ice surface hias quite a long
well as Inl any other material). history anld continueIS to Attract thet attenltionl of
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numerous scholars. Such interest in the electrostat- electric field strength above a charged surface
ic properties of the surface of ice is stimulated by
both fundamental problems associated with it and 2Eo (18)
certain practical issues. Fundamental questions, 2eo
which the study of the surface potential and the ice we shall obtain an apparent result
surface might help to resolve, include the issue of
the structure of the surface of ice. For instance, if f
all the molecules at the ice surface are oriented E(+-,) p(x)dx = 0. (19)
"proton-outwards," as some theoretical models 2o 0

suggest (F'i.tcher 1968), this must lead to a positive
charge at the surface ý and a positive potential of In other words, the stun of all charges in the sur-

the ice surface p,. Both A.- and qp, are determined by face layer of ice must be zero.

the thickness of the surface layer d and the fraction A very thin layer ot the surface charge per se,

of the oriented water molecules contained in this with the density k,. is composed of ions adsorbed

layer. Thus, measurement of , and p in coujunc- by the surface from the air, electrons entrapped in

tion with other data (d, for example) might pro- the surface layer, etc. Thiis layer is screened on the

vide valuable information on the microscopic inner side by a much thicker layer of a space

structure and nature of the ice surface layer. charge, composed of mobile charge carriers, i.e.,

The practical issues stimulating the study of predominantly B3jerrum defects and ions. Using

electrical properties of the ice surface, incorporate, Poisson's equation, we obtain

first of all, the problem of atmospheric electricity 4tL - -(x) (20)
(see details in Hobbs 1974) as well as the problem (2ix C-)
of adhesion and friction of ice and snow (Petrenko
1994). and as d(p/dx = -E, we can easily find the relation-

Before we proceed to a review of experimental ships between p, F and T
data, let us consider basic theoretical relationships
defining the electrostat~ic properties of the ice sur- L(. - ' 4; (P(%) = E(ý)d:. (21)
face and the most frequently employed experi- o LoL-
mental techniques used to determ.ine of X. and ,P

Figure 19 shows schematically the distribution is high-frequency dielectric permittivity of
of the electric charge density p in ice near the ice.
surface (x = 0). The coordinate scale is chosen de- To estimate a fraction of water molecules orient-
liberately. First, since ice is a conductor, in equilib- ed along the electric field, i.e., with dipole mo-
rium, the electric field within the bulk must be nients oriented iormally to the surface, we have to

zero, i.e., L(+ o.) = 0. If we use the formula for the find the component of the polarization vector I;

V.--

SSciceiiig C hargc

n-'c Itr 15. Spw e dis tribum~tion ?qf eh'ct tc cha rges i, ice ienat the' stu fcia'.
Scales aric a rhitraryI.
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that is detrnmned by the reorientation of water somehow to zero when x-+ - since the ice bulk is
molecules (PM) disordered. Then the surface charge X, associated

with this polarization is

PM n =M =(2o (22)
PM )ý W io) 

x P410). (27)
where ni20 and nI are water molecule concentra- a J x
tion in ice and the concentration of water mole-
cules oriented along the field respectively. Sin, e To find the other quantity that can be mea-

X sured from an experiment, namely, the surface
AM= CO(•-..)(E= -L p(ý)dý (23) potential qp (using eq 21), we have to know how

J 0the charge p(x) is distributed in ice; in other
words, we have to know the laws of screening of

then an electric charge in ice. The screening of the
charge X, will occur differently, depending on the

CM p( (d. (24) ratio of the average thermal energy k1BT to the
1120 VCM11C ýelectrostatic energy of the charge carriersI ci ep, I.

"10Ml(0If the surface potential is small, so that

I lere, _e is the static dielectric permaittivity~of
ice and M is the molecular dipole moment (M kt3T1>> I e' p, 1 (28)
8.66x10 -) °C m [IHiobbs 1974]).

Ihis molecular "ordering" reaches its maxi- then in this case, ai. was shown by Petrenko and
imum at the surface where Ryzhkhi (1984)

(25) E(x) - exp(--, ix) + •"exp(-aL2.x) (29)
111 ML1 20 2rEo?,.. 2oe_

' = p(•)• (26) where x I and ae-2' are the two screening lengths
,1 (26) ctermmed by the major charge carriers (Bjerrumi
0J defects) and mihor charge carriers (ions) respec-

Note that the fraction of ordered molecules in tively

".': I eq 25 depends only upon the density of charge X--

adsorbed by the ice surface. Ii other words, this -Ik)lT- (30)
result will still hold if, owing to the change of e 3?1:. + 14)
temperature or doping, the concentration of

charge carriers changes, resulting in a change of t eu o p h n t nf(
tihe screeningt charge p(.) in tile bulk. Therefore, tic2 '- kii(T (31)2

Seq 25 provides a remarkable an~d simple way to C2)--I+ t2

study the ordering of water molecules in the sur-

face layer through a measurement of tile electric D ý 3.85 k13T roo. (32)
chlar'ge Mýa adsorbed in a thin surface layer. Tile

thickness of this layer is much less than the Since u << e,, a large fraction of electric field
screening radius ax-. (and potential) decays according to eq 29 at the

Alrovo wv have considered the electric charge distance ,L, -I ,-« 2. T,,', happens, because of

ordering orientation of water molecules. There potential decays at the characteristic length or2,

desring is asoithed with polaearization I'(x tha te screening iy dajorchribedb carresyhrste of n thein

can be an inverse phenomenon when anl ordering determhmiid by mninor charge carriers.

of water imoleculs oi the ice surface generates a IdI te ctas of strong fields (large densities of
surface charge. In its turn, the ordering of dipole tie surface charge), when]i .i oments of water molecules may be calused, for
examnple, by dipole-dtipole and dipole-quadru- k|:I"<< I typ, 1 (33)

i pele interactions (Fletcher 1968). Suppose this or-
•,.dering is associated with polarization 11(x) that the screening is described by a system of nlonlin-

re~aches its niaximun at the surface Mid decays ear differential equations, which apparently does
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not have an analytical solution. Petrenko and 2.1x106 V nr 1 were produced at the ice/slider

Maeno (1987) havw fuund a solution by making interface. From the meas-urevents of the current I
an approximation that ignores the difference be- passing through an electrometer used as a current
tween fractional values of the electric charges of meter, we found Ut-, a coupled ice and slider
Bjerrum defects and ions. Assuming e3 = el = q, acted as a charge generator. Thus
we obtained

I~ = dQ = k _s (38)

E = Xs_...,a 1 (34) dt ds
where Q = electric charge

where the screening length ae-1 now depends on X = surface charge density which the slid-
er picks up from the ice surface

s = swept area

D . (35) t =time.
q Xsa Similar results were obtained in the course of field

Equation 33 can be used in the subsurface region experiments on sliding of alpine skis on ice. The
to a depth where the potential I 9, el I becomes value of the electric charge density found is enor-
comparable to kBT. Further down, we should use mous: X, = 1.6x 10-2 C M- 2. But even this value
eq 29. must be considered as the low limit for A, since,

Before proceeding to the discussion of experi- first, the slider is unlikely to pick up the entire
mental data, I shall point out an apparent charge; second, if the slider penetrated to som0
relationship that exists between X,, and the com- depth into the ice, some fraction of the unwanted
ponent of the surface conductivity (Y,, which iG screening charge can be entrapped along with S. .
determined by the layer X, of the screening It is interesting to make some estimates based
charge of the protonic carriers. If in the bulk (x = on the value of Xs that we found. First, such a high
±-ro), the charge carrier concentrations are denot- density of the surface charge corresponds to 0.01
ed as ni(+-), then the corresponding values of electron charges per water molecule in the ice sur-
concentrations at the surface will be face. Second, let us estimate the fraction of water

molecules on the surface that are directed per-
n, (0) =ni (+-) exp (-e+)* (36) pendicularly to the surface

\r kT)

ill- P(O) (39)
In reality one of the four types of charge carri- M12o M

ers always dominates, hence the high-frequency
surface conductivity is given by Substituting A, = 1.6x10-2 C M- 2 into eq 27, we

4 + find from eq 39 that

I I 4i 1 dx = khii (37) 0.2. (40)
flH20

Petrenko (1994) and Petrenko and Colbeck (in

press) studied an electrification arising from fric- And remember this is the lower limit! It means
tion between metal and dielectric sliders on ice. that a significant fraction of water molecules at ice
Thin films rubbing against the surface of a rotat- surface must be polarized.
ing ice cylinder were used as sliders. The experi- Finally, using eq 37 to calculate the surface con-
ments were conducted in the -4.5 to -3i.5°C tem- ductivity cr, we obtain
perature range and in the 0.5- to 8-m s-.1 velocity
range; the maximum pressure exerted on the ice a=, = 1.6x 10- 2 C m- 2 1.8x10-8 m2 V-1 s-1

by a slider was 1 kPa. In these experiments, we
found that during sliding, the sliders pick up a = 3x 10- 1) Ž2-l (41)
significant positive charge from ice. In the case of
metal sliders (stainless steel and aluminum), a where the value of the mobility of L-defects
large potential difference of 1600 V arises be (which must be the major charge carriers screen-
tween the ice and the slider (velocity = 8 m/s, T = ing a positively charged surface) at T = -100 C (Jac-
-31.5 0 C). When dielectric sliders were used (un- card 1959) was used. The estimated value of cr.

der the same conditions) strong electric fields E = found in eq 41 agrees in the order of magnitude to
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experimental data at T = -10°C (see Fig. 14 and 15). Wi or in the opposite direction if Wm < Wi, until
Although it seems unlikely that in such a way all the equilibrium potential difference Aqp is estab-
properties of o, can be explained (the temperature lished
dependence of ý14 and a, is different, for instance),
the conformity found is hardly purely incidental Ap e = Wm -- Wi. (42)
and implies that this process significantly contrib-
utes to the surface conductivity. This potential difference produces an electric

Buser and Jaccard (1978) studied a charge ex- field in the space between the ice and the oscillat-
change between very small (10-qtm) ice particles ing electrode, which forms a flat capacitor. When
and various metal targets, doing the experiments the electrode oscillates, the capacitance also os-
at T = -450C and collision velocities of 10 m/s. cillates, resulting in an alternating electric charge
"They found that the amount and the sign of the at the capacitor and an electric current in the cir-
charge transferred during a collision depended cuit. At the voltage V = -Ay, the magnitude of the
upon the work function of the metal target as well current is minimal, which allows W,,, - W, to be
as the value and the sign of the external electric determined. To find the absolute value of Wi, we
field, in which the particles were polarized prior to need to find W,, using some other method (from
collision. To interpret their experimental results, the extrinsic photo-effect, which has been done
Buser and Jaccard assumed the presence of elec- already for all pure metals, for instance). Kelvin's
tronic states at the ice surface in an analogy to method was used to determine the work function
semiconductors. These states participate in the of ice by Takahashi (1969a,b, 1970), Mazzeda et al.
electron exchange between ice and metal during a (1976), Caranti and Illingworth (1980, 1983a,b,c)
short (10-7 seconds, in the AC 3cribed experiments) ind Caranti et al. (1985).
collision. The lower limit of the density of electron T1- 'pproximate value of Wi found in these
surface ztates was found to be •a/C Ž 1016 m2. If .xperiments appeared to be quite sensitive to
we assume that the amount of charge AQ that such ambient conditions as humidity, tempera..
passes between the ice and the mecal during the ture and, to a smaller degree, ice doping. A char-
collision is proportional to the difference in their acteristic maximum value by which Wi was al-
work functions (Wi - Win), then Wi can be dcfined tered due to a change in the ambient conditions
as the point of intersection with the horizontal axis was I 8Wi I < 200 meV. Thus, for example, Taka-
on the graph of AQ versus WIN. In this manner, hashi (1970) observed a buildup of a positive po-
Buser and Jaccard found that Wi = 4.3 eV. A simi- tential (30-80 mV) at the ice surface at the begin-
lar result was obtained in experiments of the same ning of the condensation process. During further
kind by Buser and Aufdermaur (1977). Caranti et condensation, the surface potential changed its
al. (1985), who used the same method to de- sign and reached a value of -250 mV. The effect
termine the work function of ice, found a some- was more pronounced at the basal (0001) plane as
what smaller value for Wi of 4.11±0.2 eV. compared to the prismatic plane. Condensation

Another method used by many authors is and ev.poration at the ice surface were produced

Kelvin's method. Figure 20 illustrates the princi- through its he'd'ng or cooling, respectively; the
pie of measurement of thbe difference between a ambient tempL.daure was maintained constant.
work function of the studied material (in our case The same author observed a negative potential

Wý the work function of ice) and that of an oscillat- buildup at the ice surface after its rubbing (Taka-
ing electrode Win. In this method, ice (or another hashi 1969b). This result is in qualitative agree-

ma'erial) is connected electrically to the electrode ment with the observations of Petrenko and Col-
that is oscillating above its surface. If W. # WI., beck (in press), although we found a much larger
electrons flow from the ice into the metal if Wn > effect.

Mazzeda et al. (1976) studied variance in Wi as
Vibrating�c CcrodC a function of temperature. In these experiments,

)C power I.•Upply the ice surface was in equilibrium with the satu-

v rated vapor throughout the .-ntire temperature- .range of 223-273 K; thus, the effect of condensa-
k aplifie tion and evaporation should not have manifest-

ed. Figure 21 shows a typical temperature depen-
dence of AWim

Figure 20. Kelvin's method.
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ice surface was rimed with supercooled droplets
0-. from an ultrasonic generator (of 50-p1m radius; 1-
0o.2 to 2-g n- 3 water content). A drastic change in the

"__•__•........, surface potential was observed (Fig. 22). The ef-
fect of doping by NH 3, NaCI and HF (up to con-
centrations of 10-2 M) on the amount of variation
in potential was insignificant. The authors came

0.1 - to the conclusion that the variation in the surface
potential of ice during its riming is a result of the
"disordered ice produced by rapid freezing of the
supercooled water, since this change is propor-
tional to the rate of freezing and relaxes with a
time constant comparable to that of a mechanical

223 233 243 253 263 Ti, relaxation.
S-• T (OK)

SFgigre 21, Temperature dependence of AWi 1/1 SURFACE ELECTROCHEMICAL v
: •(W. -W j) (after Mazzeda eta a1. 1976). POTENTIAL

,•-2,--IWhen the impurity concentration in ice varies

from place to place, a static electric field arises
from inhomogeneity in the distribution of impu-

-400 __ries, which are the effective sources of protonic
" "charge carriers in ice. As a result of this unhomo-

geneity of impurity concentration, a gradient of
-300 e the charge carriers' concentrations ni arises. The

fluxes of ions and Bjerrum defect- are correlated
-200 since they alter the orientation of the water mole-

,-200 •cule when they pass through it. The mathemati-

cal description of the general case, when both dif-
-100 fusive and drift fluxes of all four types of charge

carriers must be taken into account, is quite com-
plicated. Nevertheless, we can rasily make rough

0 -5 -10 -15 -20 T (c) estimations of the magnitude of the arising elec-

22. Change hi ice surface potential when the tric fields, using a simplified consideration.
ligure 2Let us regard the case of one type of charge
surface was rimed with supcrcooled droplets (after carrier of electric charge ei and concentration ni at
Caranti and Illinworth, 1983c). a temperature 7'. If a diffusive flux ID arises frem

inhomogeneous doping, in equilibrium it must
A Wie = l (Win - W). (43) be balanced by the opposite drift flux jDR

The arrow in Figure 21 indicates the tempera- iD = jIR (44)
ture (= -30 0C) at which there is a transition from a
"weak linear dependence to a stronger logarithmic -R - k x E; JD -i x grad(n,). (45)

dependence. The surface potential grew more
positive relative to the bulk and reference elec- Then, employing the Einstein relationship
trode when it approached the melting point,
which can be explained in terms of the formation Di = ýi x kBT/ei (46)
of a double charge laver near :ie surface, as
shown in Figure 19. Such charge distribution aris-- we obtain for the electric field strength F
es if the molecules at the surface are oriented
oxygen-outwards, entrapping a positive com- i, x E = (kT/ce) x grad(ni). (47)
pensating charge from the atmosphere.

Caranti and lllingworth (1980, 1983a,b,c) stud- in eq 44-47, D,, pt, and ei are the diffusion
ied variations in the surface potential when the coefficient, the mobility and the electric charge of
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which a pen is replaced by a thin stainless steel

electrode with a b)all of 0.3 mim diameter at its end.I ~ A Computer controls the position of tile electrode
scanning over a given area of an ice sample. Scan-*Ining was from lxi mm to 5 x5 cmi, with resolution
better than or- equal to 10.5 mm. The pressure onl
the electrode was adjusted so finely that the elec-
trode did not Produce visible tracks onl or- damage
to the ice surface. The velocity of the mobile elec-

trode and the measuring time call be changed
4' within a wide range, so that the electrode is able to

J. 0measure a correct valu e of an electrochiemical sur-
/0 face potential. I found that an electrode velocity of

0 ~~less thanl 10 mlm s- and a measuring time longer
Figure' 23. Static electric potential tit the stiac, (y* than 10 nis were Satisfactory. The potential waS

r'shate colmna ice Anarea~f .5 x2.5amplified by an electrometer preamplifier with

shown. The columns lie aloing the x-axis. Thepot'ntfl iptipeac <eŽ11 l n hn trdi
is ivn n vlt; = -20'C f/rout Pet renko 1992). thek compu)Lter. The smlooth surface of the ice sam-

ples; was prepared using a imicrotomei.

Ani example of the electric potential over theI ~the ith charge carrier respectively; k11 is B~oltz- surface of freshwater columnar ice is shown in
manl's constant. For tie' potential difference Aip Figure 23. The ice coIlumnJs lie along the x-axis. A
between two poiS ~scomparISOnl Of thle electr'ic potential pattern with

anl optical imagec of the ice sample placed between
Aqi ((p, - T'2) = (k11T/1v) x lll(112 ,/?11) (4lFý two crossed polarizers reveals their similarity or

even identity. hin Figure 23 "rough" and "smnooth"
where n 1, and n2, are tiic concentration at pjoints 1 ad b ellSICong to dlifferenlt inldividuall coIlumn1s. The

ad2. Equation 48 gives Ayi = 97 niV for' Bierrum most significant gyadiient of potential, and lience

defects (L- and 1)-defects) at T= 263 K and u12 / 1/n, electric field strength 1: = grad( p)), is located at or

; V/cml (see Fig. 23). Since Ap) depends uipon .i patternl Of thle ice;: arrangement of grains, column111s
ratio Of imlpurity concentration, suIch anl e)lectric and boundaries between the regions, of doped and
field exists even in very puire single crystals, of ict. normal ice.

I (l'etrenko 1992) have stuldied electric pt~ Figuire 25 depicts the electrical potential over
titl Onl thle surIface Of nadtural an1d artifiCIall iCe tIIhesurfaIc0 Of,) two-part ice sample. (Joe part was
using a scanning mlicroprobel) conne1cted tG 111 gow from11 very pureI deionlized water anld One
electroimetc (Fig. 24). '1 lie central element of the was gr'own from11 water dopled With 101M mole1cules,
eXpei)C11Meni setup i: an1 X-Y penI reLcorder, ill Cili of KOIL T.hose tw~o hialves, with ideal flat

LII

L ~ ~INGIA S[ CLURYSTAL
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[ ~-KOi-oce similarity of pho to-emissions from ice and water,
the authors concluded that a quasi-liquid layer
exists at the ice surface at temperatures T1 >
-160'C. Since the threshold is extremely sensitive
to the value of the surface potential, its weak
sensitivity to temperature variations implies, as

<- pure ice the authors believe, that the electric structure (Xa,
the screening length) of the surface layer of ice
and water temains unchanged within the whole
temperature range (-160 to 10'C). Nason and
Fletcher believe that the most probable source Df
photo-electrons is the process of ionization cf

Figure 25. Electric potential on thesurfaceoficesainple OH- ions in the s:irface layer of ice and water.assemrbled ofpure and KOH-doped ice. The steep step of This hypothesis, obviously, contradicts the fact

the potential is located on the boundary between tje pure that a change in pH of ice from 1 to 14 does not
and doped ice. A "ditch" seen in the potential of the doped affect photo-emission significantly.
(more positive) half corresponds to locations of grain At the present time, we can suggest an inter-
boundaries. Dimensoon f the area shown is I x I cm; T = pretation that is different. It is known that illuini-
-19.5C (froin Petrenko 1992). nating ice with light having a wavelengfh 2. • 190

nm excites a bulk photo-conductivity according
and smooth surfaces, were pressed together fcr the following reaction
10 minutes at T = -5'C, so that they built a mono-
lithic block. Doping ice with KOIi provides nega- H-20 + 1v - > 1120* .- 1I120'- + e (49)
tively charged, extrinsic mobile defects: L-defects
and 01-i-ions (Howe and Whitworth 1989). Their where l-I20* denotes an excited water molecule
diffusion into pure ice makes the pure part of the (Khusnatdinov and Petrenko 1992). The elections
sample negatively charged and the doped part produced in this reaction can tunnel out of the
positively charged. That is precisely what we can ice, provided that its surface has a negative
see in Figure 25. At temperatures higher than potential. Since the reaction (eq 49) begins with
approximately -15"C for pure ice and -22"C for the excitation of a water molecule, it is not sur-
saline ice, the existence of a condutive, quasi- prising that it is insensitive to the change in pHi.
liquid layer on the ice surface masks (or screens) The temperature dependence of photo-emission
the electric potential measured with this tech- (as well as the difference in its values for ice and
nique. water) might result from the change in the sur-face electric field, since this field causes tunneling

of electrons out of the subsurface layer of the ice.4 PHOTO-EMISSION OF ELECTRONS

FROM THE ICE SURFACE
SURFACE OPTICAL ABSORPTION

Nason and Fletcher (1975) studied photo- IN INFRARED REGIONS
emission of electrons (extrinsic photo-effect) from Interesting results about the molecular struc-
the surface of ice and water. They found that the ture of the ice surface were obtained most recent-
threshold of photo-emission for both ice near ly from the study of infrared optical absorption-10'C and water near 10'C is about 195±5 nm. snpectra (Bush and Devlin 1991, Rowland andThis wavelength corresponds to the energy of 6.3 Devlin 1991, Callen et al. 1992, Devlin 1992, Nix-

±0.2 eV. The emission efficiency for liquid water on et al. 1992, Rowland et al. 1993). Those studies
S was about half that for ice. Photo-emission from and the resulting implications were supported by

ice decreases steadily with decreasing tempera- computer simulations using mole':ular dynamics
ture, apparently without any shift in the thresh- simulation methods (Bush and Devlin 1991).
old value, and vanishes below approximately The above-mentioned measurements are
-160'C. TIhis decrease of photo-emission with based on the possibility of distinguishing be-
temperature was not related to the decrease of tween lines in the IR spectra corresponding to the
conductivity of ice, since the same temperature stretching and bending mode oscillations of non-
dependence of photo-emission was found for ice saturated hydrogen bonds (i.e., dangling bonds)
heavily doped with HF (5%). On the basis of at the ice surface. The frequency of these oscilla-
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tions appears to be extremely sensitive to the way adhesion. The data on the physical parameters of
in which e given water molecule is bonded to the ice surface layer, obtained during those stud-
other molecules-by two or by three hydrogen ies, are ambiguous and much less accurate than
bonds (2-coordinated or 3 coordinated water those obtained by modern methods. But we
molecules). Molecules in the bulk are 4-coordin- should keep in mind that, first, it was these phe-
ated. Therefore, a comparison between the inten- nomena that aroused such a great interest in the
sities of 2-coordinated and 3-coordinated mole- ice surface. Second, these phienomnena are still ofcules allows us to estimate their relative concen- great practical importance. Therefore, a brief ret-

trations. The IR absorption spectra observ:ed in rospective view of these studies is presented be-
the experiments are better interpreted because of low.
the high sensitivity of the eigen frequencies of Faraday (1850) observed an interesting phe-
dangling bond oscillations to the isotopik substi- noinenon: if two pieces of ice are brought into
tution of 1-1 with D. Moreover, these frequencies slight contact at 0°C or a higher temperature, they
are quite sensitive to the process of adsorption of freezc together. This discovery initiated a long
various gases. Thus, such measurements allow us and interesting argument between Faraday and
to study ion adsorption by the ice surface at low Tyndall on one side and J. Thomson, his brother
temperatures. W. Thomson (Lord Kelvin) and Helmholtz on the

Specimens of ice with large surface-to-volume other side. The Thomsons and Itelhnholtz held to
ratios were produced either in the form of micro- the opinion that regelation is caused by melting
scopic ice clusters suspended in gas or by vapor under pressure in the contact zone between two
condensation onto a substrate, forming thin ice pieces of ice. When the pressure is removed, wa-
films. In experiments by Rowland et al. (1993), for ter freezes again, bonding the pieces together.
example, crystalline ice clusters -25 nm in diame- Faraday performLd several simple but ingenious
ter formed when mixtures of an inert carrier gas experiments that proved ihe erroneousness of the
containing a small amount of water vapor, with a Thonisons' hypothesis, suggesting a regelation
gas/l1 20 ratio of -200/1, were introduced rapid- mechanism that is verv close to the modern con-
ly into a cooled cluster cell to pressures of 33 kPa cept of this process. He assumed that at tempera-
(I ./3 bar) at temperatures below -120 K. Increas- tures close to thie melting point, a thin liquid film

ing temperature and load pressures create larger always exists at the ice surface. When two blocks
clusters with consequently smaller surface-to- of ice touch, this film first forms a "neck" connect-
volume ratios and reduced relative surface-mode ing the two blocks. Then, since the ironer part of
band strengths (Rowland et al. 1991). the neck gradually turns into a bulk region of ice,

Computer sinildations using molecular dy- it freezes, forming a solid joint between the two.
namics methods have demonstrated that when Nakaya and Matsumoto (1953) did some ex-I water molecules collect to produce a small clus- perimental work to verify the existence of the

ter, the following phenomena occur: 1) there are liquid-like layer at the ice surface. They suspend-
no molecules possessing two dangling OH ed small spheres of ice (from 1.5 to 4 mm in
bonds; 2) both 2- and 3-coordhiated molecules diameter), prepared from distilled water, on cot-
form -in the surface in approximately equal ton threads in a pendulum-like fashion. One of
amounts, provided that the temperature is quite these pendulums was moved laterally, bringing
low (-20 K); and 3) in the annealed clusters, the 3- the spheres in contact with a very small force,

coordinated species are dominant. The concen- estimated by the authors to be less than 0.01 dvn.
tration of dangling bonds is small (<< 1) even at Then, the suspension point of one of the spheres

these low temperatures. The results of spectral was displaced laterally until the spheres broke
studies performed in the above works are in free; the force can be calculated from the value of
agreement with the results of computer simula- the angle -0 (with respect to the vertical) at which
tions. they separated. Nakaya and Matsumoto also test-

ed ice spheres containing 0.1% NaCl. In this case
we. would expect a thicker film on the ice surface.To explain their results, the authors had to as-

SINTERING AND ADHESION
suine that a transitional liquid-like layer exists at

in retrospect, the studies of the qua:;i-liquid the ice surface at temperatures below 00 C.
layer at the ice surface began with studies of ther- -loser et al. (1957) did similar but more accu-
moo-mechanical effects: regelation, sintering and rately controlled experiments in a temperature
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Figure 26. Separation force as a function of teznpera- Figure 27. Strength as u fiinction of temperature fir
sa A turatedated atosplere; B----ry snow-ice sandwiched between stainless steel disks, ob-
thyatobsphere vafter nosler et al. we957). tained by shrear. Cres.;.,sectisujlarea 1.54 C(1i2; .eight 0.2
26). Teto 0.4 tad. Adwesive a Lreaks at T > -13vC and cohesivs

wareaks atp T <-13 i C. Ea, ipoint represontsan averagenof at
aw aeleasbt 12 tests (after x IOhinek s959).

range froL1 -80 to O'C in both dry' and water- d 11•. ~l(0
saturated atmospheres. Betv'een --80 and --40'C, dt, L
they obo~erved no adhesion betwe.en spheres (Fig.
26). Iie lowest temperature at which adhiesioi, where 11 and L are film viscosity and thicknaess

,,1twas met-asurable in a saturated atmosphere was respectively. Th~e riatio of il/L found by Jellmck at

about--25uC, whereas in a dry atmnosphere the ad- T = --4.5'C Was (3.99 X 104 N s/ni for ice-stainless

Shesion practically ceased at-3°C. They explaincd steel and 1.5x104 N s/in for ice-quartz. In eq 50
this difference in terms of a rapid evaporation or we have two unknowns, ii a:d L. If the value of L =
the liquid-like layer from the ice surface in a dry 2.7x 10-9 in, found by Barer et al. (1977) at T= -4'C
air, which makes it very thin. Hosler et al. also (see Table 1), is used, then the r .sulting viscosity
found that the temperature dependence of the of the quasi-liquid layer between ice and quartz
force at which separation occurs can be expressed will be ii = 0.41 Pa s, as compared to 0.017 Pa s
in terms of a Boltzmann equation with the activa., found by Barer et al. at even lower temperatures,
tion energy oi046 eV q Raraty and Taber (1958) did soen adhesion ex-

Jellinek (1957a,b; 1959; 1960; 1962), investigat- peranents. Their results are essentially in agree-
ing the adhesive properties of ice, conducted ment with those of Jellinek.
shear and tensile experiments with ice frozen on- A large number of experimental and theoretical

-to stailess steel and optical flat quartz plates and works dealt with the issue of sintering of ice. Sin-
vearius polymers. In his tensile experiments, tering plays a major role in the process of sth owri

only cohesive breaks through ice were observed. densification, which transforms falling snow into

Shear tests resulted in adhesive breaks along the ice in mountain glaciers and the polar caps of
interface, the strength of which depended on the Greenland and Antarctica. Several physical phe-[ loading rate, surface polishing, temperature and nomena, such as surface and bulk diffusion, sur--
the type of the material used. A temperature de- face tension, plastic deformation and water trans-
pendence of the shear strength for the case of ice- fer through water vapor, contribute to the shiter-
snow confined between stainless steel disks is ing. The relative effect of each of the mechanisms
shown in Figure 27. above depends largely on conditions during sin-

If we assume that the shear strength in shear- tering: temperature, humidity, impurity composi-
type experiments at temperatures above -13'C is tion and size of ice particles. Because of this, inter-
determined by viscous flow of the quasi-liquid preting the data on ice sintering is usually very
layer, then difficult. The phenomena of small particle migra-

23

i-i -,--JI E I,--



tion (trgak 197a oite c surface anid I-egela- k2 = Cv (54)
tioareals Siila toshinterinig. Studies of these i

things, although contributing significantly to [lie
development of practical applications, were of lit- L, and I", arc thle heats of adsorption (i.e., tile
tle use for zhe determination of tilt fundamental amlounts of heat liberated when ii molecule is ad-
parameters of the ice surface layer owing to diffi- sorbed) corresponding to thle first and all succeedI-
culties in initerpretation. As examples of excellent ing layers; V,~ is thle saturaitionl pressure of a gas
Studies onl ice shiterhig, I call recommend to inter- over a plane Surface at temperature T1.
ested readerCs the follo)wingý pap~rs: Kingery As we can see from eq 53, a plot oif P/ V, (1) -P,
(19460), 1 lobbs andi Mason (19641), Itagaki (1967c) versus P11,l, must be a straight line with a Slope of
and Maeno and lEbinunia (1983). (k2 - I)! VM k2 and anl intercept with a horizontal

axis of I / VM A`;1. InI this Waly con1stntIs VM and k_2

ADSORPT1ION O1: G ASES canl be determined; thenl, thle surlface, area of thle

ON THE ICE SURFACE Solid can be calculated. We can also find L:,, p~ro-

Whlen gas molecules of a mnass ini strike a solid takiie tha the value.1 of t .ise knownII (it 01Vis usuatill
surface, they can either bounce or get. stuck to the Of the aId.sorbaIte in al iliquid form). Reaiders interest-
Surface (be entrapped) for a certain timiTe. 'Lwlter ed inl thle theories of adSOrpltiOnI canl find them1 inl
calse is Calle0d an1 aldsorp-tion of thle mIolecule. If the thle book by Steele (1974), forexamlel1.
gas molecules are ill thermial CLq' ilibriumni With thle Experimental Studies of ga~: adsorp tionl on the
sol id surface, the equilibrium surface concen- iceI surfa"ce a1rc Of a1 grealt prVactical implortaIce for.
tratioil C, of adsorbed molecules will depend oil thlt p~hysics of thle at osher, etorology, cli-

tile flux of' oncoming molecules, i.e., oil thle gas 1IItoog 10 uid aIL Str'OphyISics. In addition, suclh stud-
p~re'ssure 11 and temperature 7 and Onl thle average leS Colltrihiute to tile ulLC'IdeIistliding Of tie ice SuLIL-
time that a molecule spentls onl the surface, faIce structureV, since ad~sorpjtionl is quite sens!itive to

Lailgniuir (1910() assumied that the inaximnamni both "LurfaCe511truct1ure ad thet pre'Sen(ce of various
conIcentrat~ion oft the adsorbed inolecules L~m coic- defects atI thle surface, as; Well aS to timelclt'1C1 fields
,;poiids merely to I mono11-mo01Cleclar laIyer. Tilwre- (froml the nmloh'cular,1 dip)oles, for inlstanIce) existingý'
foreV, al molecuICC~lecining fr'omI a gaVs and Colliding near11 tihe SUraIce.
With an1 alrealdy adISOrbed molecule mutst instantly (,I Is aSOrpItiOnl by iCe has beII Studied ill a1
bounce Off thle surface1-. Oil tile basis Of this aS- Wide temperature range fronm 77 to 273 1K. 11he adI-
suiil 1 tioil, Simpjle kinetic conISiderations lea1d ito sorptionl (it gaseous nlitr-ogeV was stUdUCId by Ad-
thme so-cadlled Langiultir'S ldSOrptiOnl isotherIIII amison ctiaf. (19o7), ocainlo and Klinger (1 983a)

V, k, 1)and Sc-immi t of al1. (19H7); tIle AdSOrpt)iOnI Of ('02

-mI+k K 1' (51) wals stukied bly 0 Cam11o iMtIl fKlinger (1 983); the
adLSOrpItionl Of hlydrlogenl bSl'il~ildfy SlO

whereV V. is thle alctua~l voIlue1 of tile adSOrbedVLI clmowsk-i (1983; theVoretical Study); a11d 01rIII anld
(which correspondLs it) (', iilld VM (wmicli COrre- Adfainson (190~9 ) StUdic'd thet dsoi 11011f ioi

sploiltis to CM) is 11w Volume of tilt' adSorbedL1 polar hydrocarbion vapor; (i ;-alkaiies). InII hese cex-

when thev entire ldsorbent Surtfice i.s covered With periinieits, the so rfact's of ail]r 101 1 Ous., Cubical anldLI a mo1olayer. I IVXai ma I,1 ice. cli-a ved at 77 K ai id a1i1i10ea1ld at
'/. hligher enprtrs I id natur11al si mow were ill

k1 ~ ~ C Cubd 5) e~ i ci d jliv p ottuced by the direct iud.'ovisatiool
A)of water vafPOV lr 01 th wals' WSOf a Vessel at a 1ilIiqui

lirummanerCI Vt ill- (1 938) extede ImeC 0 .10 ill1k Of rli utrogentllieratII)VicMI, has1' theC lllilXinmuiuie soV rSll
1,I .agnmu~ir to thet CJ.'e of mlUltilalyer adsorp~tiOn. farte (1i.8 nm)/, I Akfatoson tI Ill. 1 9671). Thmis suii-
Ti LIm is qot i; I is; knowj iIaSa I IF. vil eq i a 0.1 m. Tjv "II * 1'; as1 .d uICed a I Wt'rte i1e d beem1 a111110tcaled,
foundc thait aImd wans about 1 1i112/ý, inl 11w cask. of imatkiiral snow.

'I!I, vaf tL'e(If thet atfsor't Iion kV.1t foundk excee'dsL the
I P -(A 2ý - I )p.53 leat of eva~porati'ii 270(01201 mo at M771K for the

V.(/ t'* 1, VNi k? VNI k2 P,, Kkoirption oIf N) Irep10rt-d by1ý '-lmimmitt eI a11. (1987);1 1 in111,1 si iai vlI(e Of 25121250 j /iio ww rI 1 rdb

where j~amt,iimOi vt aII. ( 11tn71. Tue am- lsr,(ttioi heat is ge'l



erally reduced after alealing (down to 1067 J of the surface tension of water. (Tlese techniques
tool-l after 4 days [Ocampo and Klinger 1983a]). include measurement of tile height of water rise in

The results of studies performed by Orem and a capillary and measurement of the wavelength of

Adamson (1969) showed that there exists a signif- surface waves, excited by an ultrasonic generator,
icant difference in the character of adsorbent- for example.) At the melting temperature, YVL -
adsorbate interaction above and below -35'C. Be- 75.7 mJ n- 2 and increases with increasing tempcr-
iween -35 and -196 0C, ice acts as a low-energy ature. The two other energies YSL and Yvs cannot
adsorbent mi;d the adsorption energy isassociated be measured quite so easily, and to determine
with dispersion interactions, with no effect of lo- them a certain ingenuity is required.
cal dipole fields. However, at temperatures above We shall not describe here the early and less
-35"C, the ice surface acquires an adsorption accurate works, and shall proceed to an interest-

capability close to that of a water surface. These ing technique suggested by Ketcham and H-lobbs
observation:i conform to the model of a quasi- (1969). That technique was also used later by I lar-
liquid film at the ice surface. A similar tempera- dy (1977). "lhe technique is based on the measure-
lure transformation in the adsorption process, but ment of equilibrium angles at the interfaces be-
at a lower temperature (-40'C), was also noted by tween two ice seeds and water vapor or water
Ocampo and Klinger (1983a). They also found a (Fig. 28). As can be seen from this figure, the triple
considerable decrease in the entropy of the ad- junction in a grain-boundary groove is subjected
sorbed gas at T > - 40"C. Such an entropy decrease to three forces of surface tension. Therefore, for
could be explain ed in terms of the ordering of equilibrium, the following conditions must be sat-
adsorbate molecules in a strong electric field of isfied
ordered water molecules at the ice surface. As we
have seen p)reviously, this also COn'fOrtlllS to the 7),' = 2yvs cos(*vs/ 2 ) (55)
model of the quasi-liquid layer.

Tg'b = 2yh_ cos(OL&;/ 2 ), (56)

SURFACE ENERGY Since there are three unknowns "yb, yLs and yvs,
A net surface free energy or simply surface we need a third equation in addition to eq 52 and

energy is defined as the work required to increase 53. This equation car' be the condition of equilibri-
the interface area by a unit area (at a constant urn among vapor, liquid and ice in the case of
templrature). We shall need, for a theoretical illcoxtplei2 wetting (0 < n < it). In this case
analysis, the energies of the interfaces between
solid ice (S), liquid phase (L) and water vapor (V). YVS = TLS + YVL cos4. (57)
We denote them as yst., yvs and yw. for solid/
liquid, vapor/solid and vapor/liquid interfaces Using this technique for determination of the
respectively. All of these quantities are tempera- surface energies, Ketcham and I tobbs (1969)
lure dependent; it does not make sense to give a found that at 00 C
value to ywithout indicating the temperature. The
best known quantity is the most easily measured, yv's (109 ± 3) mJ r-n2

Yvt., which can be determined by a varnety of Cx-
periniental techniques based on the measurement ys (33 t 3) iJ m-2 (58)

Vapor Liquid

'Yv'.', •T. ". •t0s

Ice gr-ain I Ice grain 2 Ice grain I Ice grain 2
Yglb

a. Vapor/solid interface. b. Solid/liquid interface.

Figure 28, Schematic of grain-bozundary grooves (after Ketcham and I tobbs
1969).
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Y+, (65 ± 3) mj m-2. of the ice surface layer (diffusion, electric conduc-
tivity, refraction coefficient, etc.) and those of

The reader can find the data on the values of water and ice.
the angle 5 in the papers by Knight (1966, 1971). After this is done, we shall see whether it is
Ketcham and Hlobbs also calculated that the possible to assemble some consistent picture of
anisotropy of yvs and yLs with respect to orienta- the ice surface layer.
tion is probably small and falls withln the experi-
mental error. The value of yt, depends, of course, Existence of a special layer
on the grain boundary type and must tend to zero The greatest consistency is achieved here. Ex-
as the angle of misorientation between the seeds perimental papers published over the past 20
tends to zero. I lairdy (1977) using a similar tech- years never address the question of the existence

nique, found in the case of water/ice interface a of the special layer. All authors admit to its exist-
more exact value ence. Let us join them, keeping in mind an im-

pressive listing of experimental evidenco consid-
yts = (29.1 ± 0.8) niJ 1'2. (59) ered above.

Recently, Makkonen (in press) concluded from Thickness of the layer and
results of measurements of ý (370) that YtLs = 77 mJ the domain of its existence
i1- 2 for ice at -25°C. Since in all cases, a strong temperature depen..

Finally, Kuroda and Lacmann (1982), from dte dence of the surface properties was observed, we
number of broken bonds at the ice surface and the cannot discuss the question of the layer thickness
value of heat of sublimation of 8.5x10 20 J mole- without referring to its temperature dependence.
cule-', estimated yvs on the basal (0001) and pris- Figure 29 attempts to summarize all the mica-
matic (1010) faces to be surements of the thickness of the surface ice layer.

In tht:,e cases when a temperature dependence of
" ,s(000 1) 121 mJ in 2 some property of this layer (e.g., surface

conductivity) rather than the absolute thickness
",vA (101,)) 128 mJ mf2 ' (60) was measured, this temperature dependence,

normalized by the value at some temtperature l'T0 ,
A Ois plotted.

SUMMARY OF At first glance, the results presented in Figure
MAIN EXPERIMENTAL RESULTS 29 are awesomne, so great are the discrepancies.

Before we proceed to the review of theoretical
models developed to explain the structure and l(X) . .',

physical properties of the ice surface, let us sum- 4
marize the major experimental results so that we EL"D t .

have a starting point for comparing them with 3W
theories. The reader undoubtedly already antici-
pates the difficulty of that task. The range of dis- - -

crepancies in the restits of different authors is too 1 W L

large, especially when different experimental U
techniques are used.

Nonetheless, let us iiy to esihblish the facts

that either conform to the majority of results or to
the most reliable of them. I shall also try to point 10 '~ ) a
out major discrepancies.

All results can he classified into several issues:
1. The presence or absence at the ice surface of o 2 l , o

a special layer, which has physical properties dif- Tt 2 10 C(C• i)l 102
ferent front those of the bulk ice. *r 0')

2. The layer thickness and its temperature do- Figure 29. Temperature dependencies of quasi-liquid
main of existence. layer thickness taken from the papers cited in this

3. The molecular structu re of this layer. review. Capital letters at the curvcs stand for first letters
4. A comparison betweei L measured properties of the authors" naM1es.
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Thus, the layer thicknesses found by different molecular concentration (see eq 14 and 15). Such
authors differ by one to two orders of magnitude a large concentration of defects itself can be suffi-
(at -10-C, L = 10 A [Elbaum et al. 1993] and I, cient reason for a disordering of the structure.
1000 A [Golecki and Jaccard 1978], for instance), A layer widt an abnormally large amplitude of

The width of the temperature domain of exist- thermal vibrations is observed at even lower tem-
ence also differs by two orders of magnitude (AT peratures (- -50'C [Golecki and Jaccard 1978]).
-1VC [Elbaurn et al. 1993] and AT 2 1000C [Mi- The thickness of this layer at T - -1°C reaches the
zuno and Hanafusa 1987]). Taking into account value of 1000 A.
the thoroughness of the measurements and con- Even larger is the temperature domain (T >
trol of the conditions in these experiments, I feel -100"C) of a layer de.ected by means of NMR
that it is most unlikely that the described discrep- (Mizuno and Hanafusa 1987). This layer can be
andes are attributable to errors in measurement characterized as having a spin-lattice interaction
or some other error. Cn the contrary, I believe d4fferent from that of the bulk, or as a layer with
that all measurements were correct, but absolute- increased self-diffusion coefficient and rate of
ly different layers on the surface of the same ice Ih molecule reorientation. The thickness of this lay-
were measured, In other words, the surface layer er at the ice/Aerosil interface is 11 A at T = -12'C
must consist of several layers, each possessing (Barer et al. 1977).
specific physical properties, different from that of
the bulk. Molecular structure of the layer

In fact, optical investigations, based on the We have several sources of information about
measurement of intensity of the light reflected the surface layer structure. First, as was shown by
from the surface, are sensitive to the molecular Kouchi et al. (1987), in the temperature interval
density of the layer. Such investigations indicate 0 to -2.5'C, there is no long-range order at the ice
the presence of an optically dense film at the ice surface, which is characteristic of liquids. The dis..
surface in the temperature range from 0 to ordering probably remains at lower tempera-
approximately -4 to -50C. The refractive index of tures, but the technique used does not have the
this filn n = 1.330, determined by Furukawa et al. necessary sensitivity to detect this. An interesting
(1987a,b), is very close to the refractive index of fact is that the thickness of the "liquid" layer,
water at 0°C n - 1.333. which is measured by X-ray diffraction, appears

The thickness of this thinnest, "external" dense to be the same for (0001) and (0110) surfaces,
film depends not only on the temperature, but which contradicts ellipsomnetrical measurements.
also on the type of crystallographic face, as well Therefore, we cannot rule out the possibility that
on the presence or an absence of air (Elbaum et al. in these investigations different layers were ob-
1993). In approximately the same temperature served.
interval (-2.5 to 0°C), Kouchi et al. (1987) ob- Golecki and Jaccard (1977, 1978), who used a
served by means of X-ray diffraction a filn with proton channeling technique, observed the pres-
no long-range order, which is characteristic of a emice of a disordered layer down to -500C. This
liquid phase. layer, with a thickness of about 1000 A at --10C,

Thus, we can conclude that in the temperature was interpreted as having much greater ampli-
range from 00C to "minus several degrees Col- tude of the thermal vibrations of oxygen atoms
sius," a filn similar in structure and density to rather than having an amorphous structare.
water exists on the surface of pure ice. Additional indirect evidence of the disorder-

A layer with increased conductivity can be de- ing in the ice surface layer comnes, as we have seen
tected at the ice surface at much lower tempera- in the section on surface conductivity, from a
tures (-25 to --35QC). Its maximum thickness is comparison of NMR data with the data on the
limited by the value of the screening length. An values of the concentrations and the mobilities of
idea of the latter can be obtained from the work charge carriers (see eq 11-14). We found that the
by Chrzanowski (1988): L - 0.5 pm at T = -53°C. concentration of defective hydrogen bonds (Bjer-
Charge carrier concentration and conductivity in- rum defects) equals 2X10 28 m' 3 and is comparable
crease within this layer as they approach the sur- to the molecular concentration of 3x1028 m- 3. Ob-
face. Istimates made in the section oin the surface viously, in this case it is impossible to preserve an
charge and the surface potential indicate that the ordered structure interconnected by hydrogen
concentration of ions and Bjerrum defects near bonds corresponding to ice Ill. Moreover, since
the surface can reach a value ,:omparable to th(e the activation energy of the L-defect mobility
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(0.23 eV) is close to that of t- 1 os (0.29 eV, Fig. Physical properties of the surface layer
9), then according to eq 11 such high Bjerrurn as compared with water and ice
defect concentration and consequent inevitable As we discussed earlier, certain physical prop-
disordering will persist down to very low tern- erties of the surface ice layer are intermediate
peratures (-60°C). We should keep in mind, how- between water and ice. This holds for viscosity
ever, that since the amplitude of the NMR signal and self-diffusion coefficient, for instance. But
decreases with decreasing temperature, the thick- there are two remarkable excepti, ns to this rule.
ness of this layer must also decrease. Finally, let First, the optical density of the quasi-liquid filn
us remember that the rebults of experiments on practically coincides with that of water at 0CC.
the surface charge uensity and gas adsorption Second, the net electric conductivity of the ice
imply that a fraction of water molecules in the surface exceeds by many orders of magnitude the
subsurface layer (at least within a single mono- electric conductivities of both ice and water and
molecular layer) must have their dipole moments corresponds to the upper boundary of conductiv-
oriented normally to the surface. Such orientation ity of superionic materials.
is also an ordering of some kind.
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PART II. THEORETICAL MODELS OF THE ICE SURFACE

We have seen in Part I how complicated the where r0 is a constant on the order of interatomic
structure of the ice surface is and what diverse distance (see for example Dash [1991] and Takagi
physical properties it possesses. It is clear, there- [19901). A solution of the system of eq 62-65 gives
fore, how difficult it is to create a theoretical model for the water film thickness
describing such physical objects as the surface lay-
er of ice, and nobody has yet been able to devise d = f 2r AK) (66)
one. Theoretical models do exist, although there \ILS-(I, . 6)

are very few, that in the best case can describe
satisfactorily only one of the phenomena associat- "The reader can find examples of these calcula-

ed with the ice surface in a limited temperature tions in the paper by Dash (1991), who also consid-
range. I lowever, probably all tie physical reasons ered an ice/solid interface and took into accotut a

that make the ice surface as it is were analyzed in small correction due to thermomolecular pressure

these worLk. Therefore, it seems reasonable, in acting on the melted layer; also in the paper by

spite of a very limited application of existing theo- Takagi (1990), who incorporated corrections due

ries, to consider and discuss them briefiy. to surface curvature. Figure 30 shows the results of

]he most simple and clear is the phenomeno- such a calculation.
logical model based on the idea of a possible gain Fukuta (1987) and Makkonen (in press) sug-

in the free energy of the ice/vapor interface result- gested that the surface can melt because of tile

ing from the formation of a liquid film on the ice pressure applied to the subsurface layer by the

surface. Obviously, this is possible only if bulk. The nature of this pressure lbecomes clear if
we recall that a molecule on the surface is subject-

" "VS >'A-'; + YVL. (61) ed to the attraction forces from the rest of the
molecules and the net force is directed inside the

Within the framework of this theory, the sur- crystal. Since the pressure lowers the melting tern-

face layer of ice is considered to be simple, ordi- perature of ice, the surface melts. Fukuta, analyz-

nary water. If we denote the change in the Gibbs ing the intermolecular forces and using the depen-

frve energy per unit area resulting from melting as dence Tt 1(P), valid for microscopic quantities of

AG, obviously in thermodynamical equilibrium water and ice, estimated the thickness of the liquid
film as

- = i,. At(d) :(-0 (62) u1. 6)
ild 1' (67)

where ýi is the chemical potential, PL is the water
density and d is the water filn thickness. The wa- 1- ) 0.025-mcu(ar Thkncss Coverage

ter filmt thickness d enters into AG twice One -- molecular "lfickocss Cove-age

where AT' 7,,- T, SL is the entropy of fusion per 10-7 ._1 [

unit mass and Ay is the change in the free energy of -.I'd fle surfaces ;

Ayd) "V0 YSL - .(64) c 17.4-10• 7  -,
_ 10 7

Ay depends on the filn's thickness implicitly be- l-9 ' _
cause, at thickness values comparable to the inter-
atomic distances, two interfaces begin to "sense" 1o-,0
the presence of each other. Usually, it is assumed 1- 5 10-4 10-2 10-1 IOU 101 102 t01

that To, - T1

A ^Ad) A y() (65) Figure 30. Calculated temperature dependence of a thick-
""=�)1 ess of liquidfilh on an ice surface (after Takagi 1990).
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Makkonen (in press), who found experimentally allowing molecules to reorient. This transitional
that eq 61 is not valid, predicted disordered layer, according to Fietcher, is the liq-

uid-like layer. Fletcher finds the equilibrium thick-
d =-3.ra § (68) ness of this layer thermodynamically by mihimiz-

(T. - 7) ing the Gibbs free energy of the surface and incor-
Within the context of Fukuta's model, the liquid porating the following components of this energy:
filn must vanish at temperatures 7' < -22°C, the energy associated with the surface orientation
where the pressure just transforms ice Ih into its of the layer; the energy associated with the interac-
high pressure forms (I,.. Ill, and Iix) rather than tion of the molecular quadrupoles with the gradi-
into liquid, ent of the electric field; the interaction of molecular

Thus, the models just described could have dipoles with the total electric field; and the interfa-
been applied to the optical observations of a dense cial energy between the liquid-like layer and the
liquid film or the ice surface close to the melting ice. In addition, a "volume" reduction in G be-
poilt, although the estimation using eq 67 gives a cause of the melting of the layer and a lowering of
ii tuch thinner thickness compared to experimental the entropy because of molecule orientation are
data (for example at T = -IVC; see Fig. 29). In addi- apparently also considered. An unknown fitting
tion, these phenomenological models can give parameter of the theory is F2, the energy required
nothing more in terms of properties of the liquid to form an L-defect in the liquid-like layer. Finally,
film than the properties of ordinary water. And Fletcher minimizes the free energy G as a function
these properties do not coincide at all with the of (x,) and the layer thickness d. I deliberately do
properties of the liquid-like layer of ice, as we not present the mathematical details of Fletcher's
have seen previously (electrical conductivity and calculation because it is quite cumbersome and,
self-diffusion coefficient, for instance), more importantly, might be made more accurate

During a rather long period, a model proposed in the future. Nevertheless, Fletcher's analysis of
by Fletcher has attracted (and still continues to the problem and the insight that he has achieved
attract) considerable attention (see Fletcher 1962, into the physical nature of the layer are absolutely
1963, 1968). (Note that Fletcher recently returned remarkable. Let us note also that within the con-

to the problem oi the ice surface structure at much text of this model, an unusually high electrical
lower temperatures [see Fletcher 19921.) The key conductivity of the surface layer has an obvious
idea in Fletcher's (1968) model is the assumption explanation: it is ascribable to a high concentration
that, at the ice surface, a significant fraction of of L-defects in the liquid-like layer. Figure 31
molecules (denoted as v,-) is oriented with their
dipole moments (i.e., protons) pointing outwards,
as opposed to the bulk where molecules are ori- 0
ented randomly. This would result in a large
buildup of positive polarization charge at the sur-
face. Fletcher came to his conclusion about mole-
cule orientational ordering by analyzing the inter- 40

action between dipole and quadrupole moments ., (d1 ,
of water molecules close to the surface. Fletcher " • . -

estimated the energy of this interaction as 10-2(J (0
Lper molecule, which exceeds an average thermal 2--energy kBT = 4x10-21 j. (b).•

As we have seen in the section on surface (..

charge and surface potential, a positive electric
charge of a high density, which is unambiguously 0__1 1
related to the water molecule dipole ordering, was -7 -_0 -5 -4 -3 -2 - 0

indeed discovered on the ice surface. 1 (°C)

All other predictions of Fletcher's model are Figure 31. Calculated dependence of the equilibrium
consequences of the molecule ordering in the sur- thickness, L, of the liquid-like layer on ice for various
face layer. In fact, since in the bulk there is no assumned values ofC2 , the energy offormation ofdifjuse
ordering ((x,, = 1/2), between the surface and the L-defects in the liquid-like layer (after Fletcher 1968).
bulk, there should be a transitional layer with a a-C 2 = 6.25xlO 3eV; b-- 2 = 0,0188 eV;
large concentration of defective hydrogen bonds c--E2 = 0.0625 eV; d---V2 = 0.1875 eV.
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Figure 32. Schematic representation of protonic point defects
concentration, ni, as a function of a distance fromn the ice
surface, x; d is the thickness of a superionic layer. Thr nnih'2o
axis is logarithmic.

\\--,,efore transition

10-1-

0 d X

shows the calculated thickness of the liquid-like superionic state, we can transform a smooth curve
layer as a function of temperature. Later, in his of the screening charge concentration distribution
invited review paper, Fletcher (1973) gave an ap- into the curve with a thin superionic layer near the
proximate expression for th.,, thickness d of the surface. Within the framework of this model, the
liquid-like layer high surface conductivity of ice, the formation of

the quasi-liquid disordered layer and the sharp
d(A) = (20 to 50) - 25 logio(273 - 7). (69) interphase boundary (detectable by optical meth-

ods) can be quantitatively accounted for. To my
Fletcher's (1992) recent calculations suggest knowledge, Dr. Ryzhkin is currently working on

that, at much lower temperatures, the ice surface is the improvement of this model.
reconstructed by an orientation of surface dipoles There exists a very nontrivial and unusual mod-
into a superlattice. Such a reconstruction should el of the structure and properties of the ice layer at
occur on the (0001) basal plane below approxi- temperatures close to the melting point. Dzy-
inately 30 K and on the (0110) prismatic plane loshinskii et al. (1961) showed that a fluid that is
below approximately 70 K. less polarizable than its solid phase is attracted to

On the basis of the model of the superionic state the solid, causing a liquid film to grow at the sol-
of ice invented by Ryzhkin (1985), Ossipyan and id/vapor interface. Elbaum and Schick (1991) ap-
Petrenko (1988) suggested a purely electrostatic plied th;s idea to the ice surface. Figure 33 shows
reason for surface melting that accounts for a high the result of their calculations. If we compare this
surface electric conductivity and the appearance of 2 r
a rather thick (up to the screening length) disor-
dered layer. The reasons for the formation of the
layer are as follows. As was shown by Ryzhkin
(1985), upon the increase of charge carrier concen- .
tration above a certain critical value (on the order
of 10-8 to 10- of the molecular concentration), the -
Uactiv,:tion energy of ion and Bjerrum defect forma- -
tion drastically decreases, leading to a catastrophic to
growth of defect concentration up to 0.1-1 of the
miolecular concentration. This is equivalent to a
phase transition into a superionic state, which can
not have a regular lattice owing to a high defect
concentration.

If the surface of ice is charged (which is the case
in reality, as we have already seen in the section on 5 0
surface charge and surface potential), this charge IugI(L I deg C)
will be screened by ions and Ujerrurn dcfects corn- Figure 33. Calculated temperature dependcnce of the
ing from the bulk, as shown in Figure 32. By taking liquid film on ice thickn'ss (after Elbaun and Schick
into account the transition into a disordered 1991).
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figure to the experimental results (Fig. 29), it be.. computer simulation to study the surface of a
comes apparent 'hat the contribution of this small cluster of water molecules. He found such
mechanism to the experimentally measured ice surface characteristics as premelting and par-
thickness of the quasi-liquid film is extremely tial polarization of molecular dipoles.
small. Kroes (1992) used • molecular dynamics
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Time-stepping scheme:

Semi-implicit finite difference

Implicit discietization of the gradient of the surface elevation in the
momentum equations and the velocity in the vertically integrated continuity
equation

Explicit discretization of the convective, turbulence, and certain body force
terms

Numerical solution technique: Finite difference

Type of glid: Cartesian finite difference, constant grid spacing

Coordinate translwormiations:

Horizontal: none

Vertical: none

Examipe app)lieations: San Francisco Bay; LUgoon of' Venice

Typical At for 3-D ha-rocl'nic circulation: I to 2 minutes

References:

Casulli and Cheng (1992)
Cheng, Casulli, and Gartner (1993)

A

Chapter 6Estuarine Hydrodynamic/Salinity Models 41

_____I I



Sheng-Johnson Estuarine Hydrodynamic Model

Authior(s): Y. Peter Shcng and Billy H-. Johnson

Organization: University of Florida, Gainesville, and WES

Contributors (niodificaitions and enhmancemenats):

Name ol,'nodel: CH3D (Curvilinear-Grid Hlydrodynamnic 3-D) ICH3D-WES

(WVES version of CH3D)

Related models:

EI-SM3D (Estuary !jjydrodynarnie and Sediment Model 3-D, Cartesian
* coordinates)

CH2D L~urvilinear-Grid iVydrodynatnic 2-D Vertically Averaged)

Reitiarks: Dr. Sheng continues to update and make enhancements to the
model. HeI has developed water quality/sedimient transport moudels that
interface with C113D and EIISM3D.

ij WES has nmade nignificant modifications to the code that have resulted in a
functionally sepatate version, C113D-WES. The WIES version has been
modified k) use eilicth a iT-tranSfOrtn or a v.-Iranisformi, dependent upon applica-
tion. Wetting and drying is not imiplemnicted in the current WES version of
the code. A water quality/aquatic ecology modcl has beeni developed to
interface with CIO13-WES. A 3-D sedimntci transport miodel is currently
unijel developinen for WVES (anticipated comipletion date: October 1993).

Dimnseionaulity: 3-D

GovernIing eqaiovii

- FulIly n~on Iiinear R~eynolds f'Orm of'Navier-S tolkcs with hydrostatic
approxunlat ion

co':ininuitV of M~Iass

Advection-DI)illusion of Salinity

AdvectiOn-Diflusion Of I'Lcmperatuirc

Equation of Silat

Turlmrleiice sublinoclel:

Horizontal: Eddy viscosity
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Vcrtical: Simplified second moment closure model

Tlnte-stepping wheme:

Split mode solution:

Serni-inmplicit finite difference for the externml mode (vertically aiveraged)
solution

All terms of the internal mode solutioni are treated explicitly, Cxcept for the
vertical turbulent diffusion terms and Ihc bottom friction and surface slope
terms in the momentum equations

Numerical solution teclilque: Finite difference

Type of' grid: Curvilinear, staggered, boundary fitted, structured

Coordlinalle t ruInsl(J '11liOIS:

Vertical: iC ..cO0rdillatC systenI

IHorizontal: curviliinear, boundary fitted

Example applcal)l nus:

L.iake Ok.:echokec; Sarasota Bay (Shcng)

CLesapeake Hay: Delaware Bay; Green Uay (\VES)

l'ypleaii At For 3-D bar(belinlic circutlation: 2 to 10 miiiutIes (Eqyi tinie-steps
are used For iilernal and cxtcriial nintdes.)

Refierences:

Shicngý (199it3)

Johnsoll CI al. (l99J1)
Sheng, Parker, anad lientn (1996)
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Edinger-Buchak Estuarine Hydrodynamic Model

Author(s): John E. Edinger and Edward M. Buchak

OrganIzation: J. E. Edinger Associates, Inc., Wayne, PA

Cont ibutoirs (mnodificaitions and enhuncrnients): Zenyu Zhang, University
of Pennsylvania; Lixing Wu, University of Pennsylvania'

Nanic ofrniodel: 0 LLVIIT5 Lgicncralized, iogi tud i nlI-L~a tral-Vcrtical
jjydrodynamnic and Transport Model, Version 5)

Related niodels:

GLViIT (Generalized, Longitudinal-Vertical llydrodynaminis and
T:rrnsporl,), tire hydrodynamic basis of CE-QUAL_-W2, the Corps' laterally
averaged reservoir and estuary model

GLuIT (geincralized 1- ugitudinal Bydrodynamics and Transport), a 1-D
river and estuary miodel

Rentaiks: Edinger Asxiociates' models are designed for quick setup -And
muderate detail. According to Edinger Associates, this IlethOd permlits
(a) rapid issue ident ification; (b) lOW compu)Lting costs and mnoderate hardware
requirements (ain ordinary personal eoinp1U Ler or workstationl is sufficient for
most studies); and (c) iterative ref'inementII Of tiIC modeling procedure, All of
Edinger's miodels incl ude concurrent watecr quality suibroutlines. MIaSS balanCeS
Within tile defined comnputatoioal cells are pertcifc to mnachine accuracy.
Wetting land drying if' the computiational grid is supported.

Goverinhing equations:

Fully aunt lineal. ReUynolds torm (of' thre Navicr-Stokcs ceqialaimns with
hydrosta tic ;..-prox ir ma ioni

Continuity of' Mass

2onlSti LICen t Iraisp)or

Equation of' State relating water density to salinity and temiperature

'I'll Ihutlle lice Sti bniodel:

Iloi-izontal User may specify a variety of tormns for Lomlputing Reynolds
stresses.
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Vertical: Uscr may specify a variety of forms for computing Reynolds
stresses. including Mcllor-Yamada

Time-steppillg schemv: A fully implicit integration C. vidcs the tirnc-step into
two halves. On tile first half-time-step, the x- and y-nionentumn equations are
substituted into the continuity equation and thle resulting linear equations are
solved for thie water-surface dlevation. The horizontal velocities are theni
solved algebraically from tile niomientuin equations, Followed by thle vertical
velocities from continuity. A second pass through this procedure assures a
perfect water balance. T1he constituenit and density equatiuns are then solved to
complete thle fIrII a -tm-tp

Onl the second hal I-tilne-step, thie horizontal velocities ire solved vertically
impl ici fly, thenI thle vertical Velocities and thle waterCI-sn IaceelC Cva lfion are
Solved explicitly. The con1stituent and density equations are solved to complete
thle second hal-tm-te.I there are sign ificon t wa te r-surfaue elevation
changes, a layer/ee~l Iadd/suibtract miodule is act iva td.

For very large grids, thle Code has an option to conmpute thle main variables
with a similar seco)n d-order AD] method. For Lhis miethod the first half-time-
step SOlveCs [0r 11 verticaIlly inlipl iCitly anld V-z by substitutinjg thle x-miollentulni
eqatl]ionI in to Co1ii liLIIily. T he second halt-Ilinec-step reverses this procedure

000 and solves I'M vertically impicitl ly and ui-z simuliitaneously. The solutions% arc
obtained using the trid iagona I algor ithiin. The AD I schem e is suited to very
large grids in which its inhecrent biasing of' thle buoya-ncy termils is necgligible.

A third option is to use, a first-odei -iii-tiffe, second-order-in-space single-
stagc, coinpe tationl. 1The hlaiiouna is ulsed I fl. ist, preliminilary simulations,

Numiericael so~lutionl technique:1 Finite dilfe'reiice

'Fypt ol grid: Oiliho~vonal hiniie dilterencc

I ~ ('out dijiate tIransl'orinulioiis:

vetca. variable A.-, no tran1slormatioii101

I10/,1ZZonI(IIl: AX ;4 AY, no0 tl;ianlormat ion0I

Exiimptlle aP plical Iions: Sterling llaibror, Texas;- Griand Like, New Brunswick;
Patuxn Xi River Estun:ry , M arylanjd; 13el Ieduite 11arbor, New B~runswick,
Nec ha ko Reservo ir, Iri tish ColuLimbia-, Last Waterway, Ever it, Washington;
Failey Storwiue Ponld, Doihan, Al~iabama; Webbcr Cove-13arbara Weit Estuary,
Prince Edward Island; Miollei Bay, Alaska;, Delaiware Estuary, Wilmington,
Delawa ic; Ca ndarl i lýorfcii (onl the Aegeani Sea), Turkey; Clinton Like,
Illinois;, Un Por11 tCooper River Plant, Cooper River, SouLIth Carolina; Sheldonl
Poinit, Saint J ohn iII la rho r New Bruinswvick; Coinm:nche Peak1, Texas; Barbers

Point OuiIlall1/13mibers Point ito Ewa Beach coastal areai, I lmwaii; Maggie

Creek/I Inboldi River, Nevada

Chapter 6 Estuarini Hydrodynornic/Saiinity Models
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Typical At fbr 3-D laroclinic circulation: 7.5 to 15 minutes

References:

Buchak, Edward M. (1993). Personal communication, 14 October.

Edinger and Buchak (1980, 1985)

4,;
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Zhao-Tabios-Shen Estuarine Hydrodynamic
Model

Author(s): Di Hua Zhao, Guillermo 0. rabios, H-sieh Wen Shen

Organization: University of California, Berkeley

A ~Contributor., (modirientions and enhaincements):

Name of model: RBFVM-"2D

Related models: none

Remarks: This model is included for review because it is the only published

finite volume model currently being used for surface water flows, In its
present form it is not applicahlc to stratified estuarine flow; however, there is
great potential for 3-D model development. The finite volume method has
merit for shallow surfaice water flow problems because wetting and drying of
subdomains is handled n.]turally. An implicit version is being developed to
alleviate the timec-step restriction.

Dimensionaility: 2-D vertically averaged hydrodynamics

j Goverainig eqguations: 2-D shallow-water equations, with constant density

Turbulence subinodel:

HIorizontlal: neglected
Verfical: none

Time-slepping sciteite: Explicit

I Numerical solution technique: Finite volume method

* rType of grid: Unstructured with quitadrilateral and triangle elements

Coordinate traunsfibrinat ions:

V t'-IorioiZ9lal.' tiolle

Vria:nonle

Examixple applicatlions: Kissimmee River Basin

Typical At Fo~r 2-D vertically averaged circulation: less than 1 second

Reif±rence: Z11,1, Tahios, and Shen (199)2)

Chapter 6 Estuarine Hydrodynamnic/Sutinity Models



Ar.

7Recommended Criteria for
Selecting a Hydrodynamic/
Salinity Model for the
LSJRE

All Thc State of Florida hins wskcd the SJRWMD to determine the ecological
and water quality condition of the St. Johns River and to develop rmanagemenirt
strategies that halame~ multiple beneficial uses of thle river. Potential beneficial
uses may include water supply, navigation, industrial and residential use of
shorclines, domestic and industrial waste discharges, fisheries, wildlife habitat,
and recrenltion. Fromn an engineering perspective, the ob)jectives of the
SJRWMD) are to:

a. Undersiai~d [lic existing physical, chemical, and biological functions of
the ',SJRE.

b. Develop tools to scientitfically predict 1.ýc impacts of alternative
management plans and enginecriog projects onl the LSJRE.

c. Develop a methodology for evaluating the costs and benefits of
alter-nalive management plans, based onl predictions.

Numrcr~cal models have ilhe potential for integrating baisinwide hydrodynamic
and wae JLiallilt da1ta With scieni)fic Principles in J (Iluanftitative manner.
Given the directive of thec State of' Floridai to the Si RWM4D, such sophisticated

analysisLem recommendedrated

A-ieeetonol' a hyr odynamic noe lo h SR .,tl first step in
creating ~ ~ ~ ~ ~ ~ 1) a oniciniemdln n ilssssen h eom nde a

Penilhydrodynamics.
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v. Geometry." boundary-fitted grid with local refinement options.

d. Wetting and drying option: required.

e. Horizontal turbudent fluctuation terms: required

f Vertical tturbilew/ closure model: documentation required.

g. Model maintenance: required

A brief justification of each feature is given in the following sections.

Minimum Dimensionality

The LSJRE includes approximately 110 miles (177 km) of tidally influ-
enced river channel. Although several 1-D models have been applied to the
LSJRE, the process of verifying a 1-D model frequently results in unrealistic
valueF for roughness, channel geometry, and water quality diffusion coeffi-

cients. Two-dimensional, vertically averaged models have been found to
require far less "tuning" to achieve satisfactory tidal simulations, and are more
useful for making valid predictions.

rhe lower 100 miles (160 km) of the St. Johns River varies from 600 ft
(182.9 m) to 1.5 miles (2.4 kin) nominal width (Morris in preparation). The
widcr reaches actually fluctuate between 1.5 and 3.0 miles (4.8 km) in width,
depending upon local flood conditions. A vertically averaged model will cap-
ture momentum losses duc to expansions and contractions of the river channel,
which affect the progression of tides and flood waves. Furthermor.; lateral
momentum transport occurring at junctions of the main stern with tributaries
will be well represented. These characteristics are important for the ultimate
computation of sediment transport and water quality, especially when the sedi-
ment load or water chemistry of the tributary is different from the main stem.

Potential Dimensionality

The LSJRE has been catieori•,.d as a highly stratified it moderately
stratified estuary by Morris (in prcparation), who reports a salt wedge of vari-
able extent in the LSJRE. Vertical stratification due to salinity or temperature
gradients results ip vertical velocity gradients and secondary circulation, which
can be described only by a 3-D model of cstuarine hydrodynamics. Secondary
currents can dlso resull from flow around channel bends and from wind stress.

A 3-D model represents a substantial increase in sophistication over the
2-D, vertically averaged model. Certain modeling objectives, such as waste
load allocation or flood routing, do not warrant 3-D analysis. However, if the
model results arc to be used for modeling salinity stratification and the

hl Chapter 7 Recommended Criteria for Selecting a Hydrodynamic/Salinity
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response: of phytoplankton to changing salnt, hna3DmoewIlb
required. A prudent approach would be to select a 2-D, vertically avcraged
hydrodynamic model that has a 3-D counterpart eithcr in existence or actively
under d-.vclopmecnt. Since most 3-D models arc built upon a 2-D prelimninary
grid, the preparatory work of grid development, boundary condition develop-
ment., and data gathering will carry ovcr to thrcc dimensions when thle need for
a 3-D study ariscs.

Geometry

Because the St. Johns River is bathymctrically comnplex, it is important to
define the complexities accurately. The scales of' flow phenomena vary
because of the dramiatic changes in width and dept1h along the length of thle
river. Either a strctched, curvilinear, boundairy-H ited finite. difference grid oir
an unstructured !`;nite clement grid (or finite voIlume1 grid) would beAappropriate. A capability for rap~id local ref'inemnent of' thle grid will be

advantaggeous as new study areas are defined.

.A Wettinqj and Drying Option
Portions of' thle St. Johns Rtiver and its tributaries are adjacent to tidal and

freshwater miarshes. Frlood ingg and dryin tit' ofarsh areas cai, have a significant
impa);ct on1 the: voltia mc of ithe Lidal trislate iflasing (i I idal fluctuations, and
the storagte volumec of' thle estuary. As partI of* thle LSJI- Re cesystcm, marshes
mlay play anl impllortanit rolein il 1tering sedientcls and w,,ater quality and p~ro-

4 vide ha"bitatl lr Fish anid wildlife. A model1 of' LSJ R hy drodynanmics should
* ~be capable ofI handling i 'cirmiticil t fn loodi ng of' ma rsh environmentis or

rep-reseniting miarsh- 'nira; schematically.

Horizomvit '. olr'.a.ent Fluctuation Terms

I ydrodyii a; c civ r'f ion al thec LSJ RE is control led Ia rgly b)y the
complex geomletl\ of thle estuary. floundarilly shear is importaint around expan-
sions and contractions ol' tile river, islands, and river bends. I lorizontal

F tturbu icnt fluectuatlion icrm. alrc thu1S req a IlCd to0 Simul,1alt: LSJ RE [lows, adc-
quatel y. Wave( equ:ltionl mlodels th1at ienoire horizon til uddy viscosity arc not
appropriae Icoar thi-s sy''sinemI Vertical Turbulent Closure Model

An advanced tulrbulncelC clcsure model such ais thle Mellor- aniada schemne
is recommeiLnded for thle 3-D hydrodynamic model. A 3-D mlodeling study will

0 ~~~~be usCIfa 01nly if thle miodel C01 acapture11 the stratificaiion behavior Of thle
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4.4 estuary. Thlis behavior is generalily controlled by the vertical turbulcnce model.
The vertical turbulence closure scheme of' the selected model should be well
documented, including guidane for selecting values of the coefficients.

.. 7 Model Maintenance

The models described in this report are actively Under deveI)lopment. Thle
p~lanning, period for development of the SJRWMD modeling program is 3-
5 years. It is desiirable [hat the modeling tools developed Undcr this program

.1 he useful and lip to date For several years beyond the development piograni.
Thelretr, it is prodent to choose a muodeling systemi that is designed to take

I ~~advantage of new theoretical developmenclts 1111d new collputelr techniology.
When modeling seivices are contracted, provis~ion for nmodel maintenance and
upgradability should be neugoliatld.

Given the above requireincnil.;, several of the niodel.; reviewed in Chapter 6
C an be conlsidered most applopriate for the LSJ RL systemx. Tiiscs models are
(ill lit par1tiCulahr ordei):

a. RM4A-I ( and associated mo1dels, 111n 1. iNg, WLS.

1). Cl [3D, V. R' Sheng, (21D31-WVES, Y, P'. Sliciii and LB, 11 Johnsoni

c. LCOM, Alan F 131tiunihrg and George 1- Mel br

U ach (fl, these n lod&l. has strenlgthls anid weakniesses 101 the LSJ RL app.'ication.

Moe lsin aand dryng pcublic Mdoma1 ii L modls hIt haveldl 1111enC applied 1.to~

various esitarine Hlow problemis by lthL, authors at their respective institutions.
WELS uses both ol* these models, the choice of w~hi ch is made according to the
requirements of' the specific liphplicatioil. model C is prlopuictary and is
available byv Coittiaci withi the lnu [hors.
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8 Hydrodynamic Monitoring
Requirements to Support
Model of LSJRE

Applic~ation ol' a hydrodynamic/salin ity model to the LSJ RE will require
field data ito Set bOlnnda iry cond iliins and to perf'orm mloddl yen (ication. The
minimum data requirementis arc Sum ai zed in11 Table I.

LMinimum Data Requirements
S n IITn9 71a _11P Ii I I

Date Category Date Type Locations fFrequency Purlod of
I ______ Record

oundry UU -Iw T ur three 2.0-1570 linutes -Contin~uous over
condritions and elevation locations at the spring-neap tidal
Initial ccnditicri5 ocean boundary sequence, pius
(Continued) long-term records

from permanent

tide stations
(existuing or to be

______ _________established)

eTo c iy o j r 7ir i u~t i T C -, -a ily Continuous
*disclrorge point record of length

discharges, and determined by
upstreatii seasonality of
boundary tributary flows

Salinity 1iiiimally 6-1to Duily S1ioTt-erni
1 2-point records (for initial
moasureinents conditions)
throughout the
estuary (verti-
cally resolved) 

_ o n i u uFI rib~u arie5, Daily

discharges, and determined by
upstrevii sensonaity of
boundary __________tributary flow
-T-jT-l t ie e 0.5 -1.0 hour Continuous over
locations at one spring-neap
ocean boundary tidal sequence
(vertically for eacth season
resolved)

_________--___________ -~ (Continued)
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Table 1 (Coclued

Data Category Data Type fLocations Frequency Period of Re-
l cord

bundary Tomperature Minimally 6- to UuySottr
conditions and 1 2-point records (for initial
initial conditions measurements conditions)

throughout the
estuary (verti-
cally resolved) ________

lributaries, C~arly Continuous
point record of length
discharges, and determined by

upstream seasonaity of

Iwo or three 0.5 -10 o-ur Continuous over
locations at spring-neap tidal
ocean boundary sequence
(vertically
resolved)

Wid speed PointF Hourly Continuous
and direction measurements record of length

throughout the determined by
estuary seasonality of

local meteorology
Model Tidal Minim~aly Z- to -20150Continuous over
verification (two elevation 12-point minutes spring-neap tidal
or more measurements sequence, plus
independent throughout the long -ternm rec~ords
data sets estuary and at from existing
required) ocean boundary permanent tide

stations
VTelqcil Minimally 6- to- 2.0S Continuous over

12-point minutes spririg-neap tidal
measurements sequence
through out the
estuary and at
ocean boundary
(vertically
re solved)

bal~iTni7 _MinimnallyiG6- to 0.5 - 1.0 hour Continuous over
1 2-point spring-neap tidal
measurements sequence
throughout the
estuary and at
ocean boundary
(vertically
resolved)

I emperature Minimally 6i- to *U~.b . hour Continuous over
1 2-point spring-neap tidal
measurements sequence

throughout the[1 estuary and at

(vertically
resolved)
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9 Recommended Approach
for LSJRE Model
Development Program

The tasks required for development of a comprehensive modeling and
monitoring system fOr the LSJRE and an estimated timclinc for accomplishing
thcse tasks arc given in Tables 2-11. The timcline estimates arc hypothetical,
dependent upon the satisfactory completion of preliminary tasks. Furthermore,
the estimates for water qtality and sediment modeling system dUvelopinent are
subject to modification depending upon the development status of the selected
model.

,A1D
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Table 2
Hydrodynamic Model Development Program
7-il Description
iH ueve-op detailed objectives and management goals tor rlydrodynamic moaeC evMFopn'lnt

program.

H2 Select hydrodynamic model and contract for license, model maintenance, and consulting services.

H3 Develop limited objectives for initial. 2-D vertically averaged hydrodynamic model application (time

and space scales to be simulated, hydrologic conditions for verification, questions to be
answered).

H4 Develop 2.D vertically averaged hydrodynamic grid based on existing maps and surveys.

HS Obtain preliminary boundary condition data from historic record.

H6 Perform field reconnaissance to verify map details.

H7 Perform preliminary simulations.

HS Compare model to historical data.

1H9 Annlyze and document preliminary results.

-H110 Determine data deficiencies and inadequacies. Recommend additions/deletions in hydrodynamic
monitoring network.

H1- Perform further model simulations. Continue to test against new data.

H12 Analyze and document secondary results.

H13 Develop plans for future 2-D vertically averaged model applications. Determine it existing grid
resolution, validation, and analysis system is adequate tor luture applications. Develop program

of model maintenance and systematic application to support SJRWMD management objectives.

H14 Develop limited objectives for initial 3-D hydrodynamic model application (time and space scales
to be simulated, hydrologic conditions for verification, questions to be answered).

H15 Develop 3-D hydrodynamic grid.

H16 Develop 3-D boundary condition data.

H17 Perform preliminary simulationb

H18 Compare model to historical data.

H19 Analyze and document preliminary results.

H20 Determine data deficiencie5 and inadequacies Recommend additionstdeletion5 in hydrodynamic
monitoring network.

H21 Pertorm further model simulations. Continue to test against now data.

H22 Analyze and document secondary rusults

H23 Develop plans for future 3-D model applications. Determine if existinq grid resolution, verification,
and analysis system is adequate for future applications. Develop program of model maintenance,
enhancement, and systematic application to support SJRWMD management objectives.

55
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Table 3
Time Line for Hydrodynamic Model ,Develpment Program

Task . YWI Yw 2 ( YOM Yo ] YOMr 5

HI -- >
H2

>>

H6 - >
KI" ---- >145 . .

146 ...-

H18 -.-- >
'H9 -- - - ->

_, HIO -- -

Hll --------- >

At H12 --------- >
H13
H14 --- >

H16 - - - - ->
H17 ---

ills ---

H19 - ---

H20 --------- >
SH21 -- - - - - - - - - ->

H23 --------- _>

I5o
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Ta'e

Sediment Transport Model Development Program
leesk Dse r pton

-0 Ieveiop detailed objectives and management goals for sedimeni trnsporl model deveopment program.

S2 Review sediment modeling lit..Aturs.

S3 Select sediment model cud contract for license, modal maintenance, model intelaods development (If
e~quIred), and consulting services.

SAI Develop limited objectives for initIal sediment model application (timne aand spae. scaleis to be simulated,
conditionQ for verification, questiuiua to be answered).

ISIinitiate/expndl sodinloni mniritoring ipriorAm.

so btUain sedimeint chmwacterlzAtlhn ond bouodory condition data.

S7 Poifurm prelinIlnahr' slinuations.

so3 (Comnp&rv model resuli& tu protot'jlnp to ths extent paimilblu with u)(Ining dustn.

511 Ainalyzemind uicuncunion pielijiininary issults.

S10 Detwrnirne dais detiuleiiuies and Iiisadeuacies. Hecui:.uruidi odditlvonti/dluions In *odiment nscntonittng
network

Sit 11111 Pc i u iui J ol in ndol siniiuialllnn in Contitlnus to test aguii i t I iew data.

S12 Aniklyto bind docuinuni seconduory resul.ii.

E0¶ 3 Lovevsup pliumi l oi lulure rid mm it dynamic modal ap.plications . Delemmniee 11 okxiulng gnild fesiutilumn ve lii-
Waiwi, and o aiysiihs hiy~mnn I% adequvlo for ftulum appiiic nz-~ Dsviiup progralr of moudei nulintevatios

find Systemnatic Mppliclltoni IC, support S.I1iWMLD ninangeiinsrt oblooluvwit.
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Table 6
Time Line for Sediment Transpor Model Development rogrm

TIak Yom ! Ywr 2 Y1a3 YY"r4 J ____Year 6

_ 5, " " - ' >

81 ---------- >
S2>

6 -- ->

S- - ->

58 ->

510 ->

511- -- -- - -- - - ->
S;12 ----------- . -----.... >

- -13 ---- >-•
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Table 6j ~Water Quality Model Developmnent Program

=l~eeop detailed objectives and managemn goastr w-ater quality mnodel aevelopmment program.

*02 Review water quality modeling literature.

03 Select water quality model and contract for license, model maintenance, model interface development
(If required), and consulting servicei.

04 Develop limnited objectives for Inlfial water quality model application (time arnd spacer scales to be
simulated, conditions for verification, questions to be ant.wered).

Q5 Initiatelexpand water quality rnonii,)ring program.

06 Obtain waler quality boundary condition data.

07 Perform preliminary simulations.

ad Compare model to iiie extont possible with existing data.

09 Analyze and document preliminary results.

010 Determine data deficiencies arid Inadequacies. Recommond Rdditions/deletions In water quality
monitoring network.

Oil1 Performn lurthief model aimnulationls. Continue to touat irgainst irow data.

Q1 12 Analyze arid dovumnent secondary results.

Q13 lDevelop plan!, for future water quality mouz-1 applications. Detarmilne If existing grid resolution,
verilrmvotlorr, and analysis systemr is adequatu hir future applications. Develop program of model
mainrleiiance arid systornatic application to suppoit S JRWMD management objectives.

Chapter 9 Recommenided Approach for LSJRE Model Development Pruc'ram 5



Table 7
lime Line for Water QualityModel Devolopment Program

Took Yew I Y1s 2 1 YOr 3 YOr4 Yerw

01>

02 >
Q3 --- >

04 04i

06 -- - - - ->

0; 7 - - - - ->

09 - - - - ->

,10 -- -- -- >

012 - - - - - - - -- - - - ->

013 -- -- -- -- - --,J - - - - - >

60

RI 0M

- I
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Hydrodynamic Monitoring Program Development
Task Decipo

HMI Nloirmine gauge locations, sampling intervals, maintenance schedules for hydrodynamiic datia sta~tina

HM2 Develop database for hydrodynamic. sediment, and water quality field data analysis, storage. and
etrieval.

HIM3 Install gauges.

HM4 Colloct rind -inalyze data.

[HM15 --teview p~ocedures: coordinate with modeling team; revise program as needdd.

Sediment Monitoring Program Development
Tas Dicion
sN1i U1Jtermine paramelrs, ptoceduresgaugelcnil~ns. sa~mpling iriervals. maintenance ischedules for

sediment data station3.

SM2 tExpAnd EllILI maintain database for hydrodynamic and water quality field data analysis, storage. and
reticival

SM3 OldAiri samplers and equipment if required.

SM4 ('n)llct arid analyze data.

SM5 Review procedures: coordinate with modeling team; revise program as needed.

FTabk( 10
7Water Quality Monitoring Program Development
LTatsk -Description

UMI Determine parwrieters, procedures, gauge locatiio sampling -Int rals, maintenance siedules-for
water quality data stations.

LIM: I xpand and maintain database for hydrodynamic and water quality field data analysis, Storaqe, and
retrieval.

01M Obtain samplers and equipment if required.

0M4 Collect and analyze data.

W.QM Review procedures; coordinate with modeling team: revise program as needed.

Chapter 9 Recommended Approach for LSJRE Model Development Program 6



ETable 11
Time Line for Development of Monitoring Programs

Task Year 1 Yea 2 Year 3r Year4 Yer 6

HM1 -- ->

HM2
HM3 ------- >

HM4 >

•M2 >

SM3

aMI --- >

S;•'=jQM3 ..... ---- >. . . .

.0M4

0M5.. . . . >

I&i

I
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10 Other Considerations

Computer Hardware Requirements

Two-dimensional, vertically avcraged models for cstuarine hydrodynamics
are currently being run on minicomputers and midsizc workstations. The costsV of cpu and memory in this class of machines have steadily decreased over the
past several years, and this trend is expected to continue. Turn-around times
for workstation batch jobs rival the speeds of shared-resource computers
because the new chips arc extremely fast and the user has local control over
job processing. The advantages of a workstation environment include:

a. Graphical user interface.

b. Moderate initial cost.

c,. Personal control ol'fjob schedules.

"d. Multitasking.

Three-dimensional models arc coaputlaltionally very expensive and time-
consuming. Current run times for fully nonlinear 3-D csttlarine models
running on minicomputers are typically about one-half of real time, depending
on the size of the grid and the solution technique. Supercomputers such as the
CRAY Y-MP arc used for long-term 3-D simulations. However, workstation
cpu power is gaining rapidly on the supercomputer market. Low-end, multi-
processor machines are also being developed that can take advantage of
vectorizable codes. With these advancemcnLts, a locally owned, powerful work
station with periodic upgrades is likely to be the most cost-efficient solution
for estuarine modeling. At the current rate of workstation development, an
evaluation ol comnpttcr rcsourccs and cquipment upgrade is recommended
cvery other year.

In addition to fhi cpu, the following equipment and soltwarc arc required:

a. Digitizer.

b. Graphics monito;r.

63
Chapter 10 Other Considerations

_ _ _____ _ _ _



c. FORTRAN Compiler.

d. C Compiler.

e. Plotting software,

f High-quality printer 10r graphics.

g. Mass data storage device.

Graphical User Interface

-I ~Estuarine models require a great deal of spatial- and time-varying data.
The models generate 3-D time-series of the hydrodynamic, sediment transport,
and water quality parameters. A graphical user interface is necessary to
organize information, to analyze results, and to gain a physical understanding
of the processes described by these data. The graphical interface should bc
designed to manage model input/output, visualize 3-D data, and facilitate
model development and applicalions. Several graphical user interfaces have
been developed specifically for handling data sets arising from geophysical
flow models. A graphical user interflace may be purchased from a third-party
vendor or as part ol the model license. As with other componenLs of the
modeling software, a contract for soll\v•are maintenance and updates is
recommended.

Costs

The cost of developing aI coniprchensive cstuarinc flow model is difficult to
estimate. Costs are proportional to tho dcgrcc of sophistication required to
tanswer spccilic management questions. Table 12 illustrates "ballpark" figures

for a small-scale model development plan using existing codes. The costs
cited do not include development of new codes, interfaces, or modeling tech-
nologies that may be required to address certain complex problems. The
projected costs are based on a timetable of model development similar to that

L described in Chapter 9. More elaborate plans will increase program costs.

-[ Costs for implementing the hydrodynamic, water quality, and sediment
monitoring programs arc not included in these estinmtcs. It is assumed that
field programs will be conducted by local agcncics, ;and thcrcfore must be
budgeted according to local labor and equipment resources. A comprehensive
modeling program simply will not succeed without coordination between the
monitoring program in d the modeling program. The monitoring costs cited in
Table 12 reflect the efforts of the modeling team to coordinate the field effort,
and special reconnaissance related specifically to modeling needs.
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Table I1• ' "iii

Costs for Small-Scale Model Development Plan-L7"T.i1T nhI __o__- .....
System
Component Year 1 Year 2 Year 3 Year 4 Year 5

Systemn

Modeling Systemi-WiT--ailly Mode h'ng Ing *5,0 $0,0 $0,0

System

-Computer L-quip••n-5W -- -S o1ooo -$tooo 030. =,DO
Purchase and Maintunance

Graphilca User ItrfIuIe $20, 000 0010 0 -T0, " - '

Oversee Hydrodynamic 520.000 $20 0,000 $20,000 $20, 000 'f
Monitoring Prograln

Wf rsee- edIN m nt $20 00 $50,000 -$50,00 $20,W$

Monitoring Program
-V01"1'0 Wale( "' Qula $2 O, O00 r$50,000 $,50.00 " $20,000 " 2 00

S~Monitoriog Program|

-'tOTAL - '-•SoTO oo00~OO 40$CD- O O:_O

v --

Li-Cd-

[.-_
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Appendix A Notation

B(x,z) Width of the estuary

c Celerity of a gravity wave

xn" One-dimensional diffusion coefficient for salinity

Turbulent diffusion coefficients for vertically averaged
salinity concentration in the x- and y-directions (L2/T)

DvDyD.` Turbulent diffusion coefficients for salinity in the x-, y-, and
z-directions (L2/T)

F(s,T) An empirically derived relationship describing the variation
of water density with salinity and temperature

g Acceleration due to gravity acting in the -z direction (L/IT)

h Bathymetric depth relative to datum (L)

it Total water depth

p Local pressuie (M/LT7)

s Salinity concentration (A/IP)

S Vertically averaged salinity concentration (M/L3)

S Cross-section averaged salinity conccntration (M/L3)

H I Time (7)

T Temperature

T Cross-section averaged tcmperature

Appendix A Notation 
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7-,, iv Time-averaged mean velocities in the x., y-, and z-directions

(L/7)

Uf Pvt,w' Turbulent fluctuation velocities in the x-, y-, and z-directions
(Lii)

U Depth-averaged horizontal velocity in the x-direction (Li/)

.U Cross-section averaged velocity (L1T)I V Depth-averaged horizontal velocity in the y-direction (L/7)

x,y,z Right-handed Cartesian coordinate directions (L)

SLcngitudinal tractive forces per unit volume (MIL2T2)

At Time-step for simulation

Axmin Minimum node spacing

r. rr. Summation of tractive and body forces (excluding gravity)
per unit volume in the x-, y-, and z-directions (M/L1,2T)

Eij Turbulent coefficient of viscosity in the ith plane in the j
direction, also called eddy viscosity (M/LTJ

SFree surface elevation relative to fixed datum (usually mean
sea level) (L)

"e Source (+) or sink (-) for salinity (M/L3T)

, Cross-section sources and sinks for salinity (MIL 31)

ji Viscosity of water (MIL7)

p Density of water (MIL-)

p p0  Reference density of water (M/L3)

"ij Reynolds stress component on the it plane in the Jh
"direction, for i = 1, 2, 3 and j = 1, 2 corresponding to the x-,
y-, and z-directions (MILT 2)

Y Cross-section averaged Reynolds stress in the longitudinal
direction

A2 Appendix A Notation
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